5 44 55 1 3] N 5 2 K I R Vol. 44, No. 1
2025 4% 2 /1 J. Infrared Millim. Waves February, 2025

XEHS: 1001-9014(2025)01-0066-12 DOI:10. 11972/j. issn. 1001-9014. 2025. 01. 010

High-precision spot centroid positioning of high-frame-rate short-wave
infrared images for satellite laser communication
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Abstract: The accuracy of spot centroid positioning has a significant impact on the tracking accuracy of the sys-
tem and the stability of the laser link construction. In satellite laser communication systems, the use of short-wave
infrared wavelengths as beacon light can reduce atmospheric absorption and signal attenuation. However, there
are strong non-uniformity and blind pixels in the short-wave infrared image, which makes the image distorted and
leads to the decrease of spot centroid positioning accuracy. Therefore, the high-precision localization of the spot
centroid of the short-wave infrared images is of great research significance. A high-precision spot centroid posi-
tioning model for short-wave infrared is proposed to correct for non-uniformity and blind pixels in short-wave in-
frared images and quantify the localization errors caused by the two, further model-based localization error simula-
tions are performed, and a novel spot centroid positioning payload for satellite laser communications has been de-
signed using the latest 640x512 planar array InGaAs shortwave infrared detector. The experimental results show
that the non-uniformity of the corrected image is reduced from 7% to 0. 6%, the blind pixels rejection rate reaches
100%, the frame rate can be up to 200 0 Hz, and the spot centroid localization accuracy is as high as 0. 1 pixel

point, which realizes high-precision spot centroid localization of high-frame-frequency short-wave infrared images.
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Introduction

With the advent of the information age, satellite
communication, as an important part of the modern com-
munication field, undertakes the important task of con-
necting the ground and space. However, conventional
satellite microwave communications suffer from band-
width bottlenecks in meeting high-speed communication
requirements . In contrast, satellite laser communica-
tion, as an emerging communication technology, uses
high-frequency laser as a carrier with high satellite com-
munication rate, no electromagnetic spectrum limitation ,
strong anti-jamming ability, good confidentiality and
small volume and power consumption, etc. , which has
become an effective means to alleviate the bottleneck of
the microwave bandwidth of satellites and realize high-
speed communication **',

Foreign research on satellite laser communication
field started earlier, Europe, the United States, Japan
has carried out in-depth technical research "*”. Europe
in 2008 through the "X-band terrestrial synthetic aper-
ture radar" project test, realized the laser communication
rate between satellites 5. 625 Gbit/s """, The "Europe-
an Data Relay System", which started to provide services
in 2016, is the first system in the world to realize the op-
erational operation of inter-satellite laser communication
technology "*'*. The United States successfully imple-
mented the "Lunar Laser Communication Demonstration
and Verification" in 2013, which increased the transmis-
sion rate of the satellite underground link to 622 Mbit/s,
and the transmission distance reached 400 000 km ',
Japan launched the Japan Relay Satellite System (JRSS)
in 2020 to provide 1.8 Gbit/s data relay service through
inter-satellite laser link and Ka-band feeder link """,
Domestic research on satellite laser communication start-
ed late, but in recent years has made a series of impor-
tant progress. In 2011, China realized the first star-
ground laser communication test, through the "Ocean II"
satellite carrying the laser communication terminal devel-
oped by Harbin Institute of Technology, to realize the
communication distance of 2 000 km and 504 Mbit/s com-
munication rate, filling the gaps in the domestic star-
ground laser communication test. Subsequently, a num-
ber of satellites, such as Mozi, Tiangong-2, Practice
13, Practice 20, etc. , have also carried laser communi-
cation terminals for technical verification "',

The satellite laser communication system consists of
three basic subsystems: the optical system, the following
aiming system and the communication system. Due to
the small divergence angle of satellite laser communica-
tion, it is necessary to rely on optical systems and high-
precision following systems to establish the link 7%,
Among them, the tracking system is the core of laser
communication, including coarse tracking unit, fine
tracking unit and advance unit, which is used to realize
the aiming, capturing and tracking of the optical signals
of space beacons. In the tracking system, high-precision
spot centroid localization is crucial for the aiming, cap-
ture and tracking process.

Currently, commonly used algorithms for spot cen-

troid localization include grayscale weighting, ellipsoid
fitting, and Gaussian surface fitting ™. The grayscale
weighting method considers the relationship between pix-
el values and weights, but requires high symmetry of the
spot; the ellipse fitting method treats the spot as an el-
lipse and fits the centroid using the least-squares meth-
od, but it may lead to a large error in the case of asym-
metric spot intensity; and the Gaussian surface fitting
method simulates the point diffusion function of the imag-
ing process through the Gaussian function, which pro-
vides a better stability. Researchers Rakesh Singh, Joni
et al. localized the center of the spot by means of Gauss-
ian surface fitting and achieved sub-pixel level accuracy,
which is superior to the conventional center centroid lo-
calization method "', However, these algorithms are
mainly based on general image designs with poor centroid
localization accuracy and are only adapted to bands with
good image non-uniformity.

The use of short-wave infrared bands as beacon light
reduces atmospheric absorption and signal attenuation
compared to general images, making it suitable for use in
fine tracking units. However, there are strong non-uni-
formity and blind pixels in the short-wave infrared im-
age, which cause serious interference to the centroid po-
sitioning of the spot. Yang et al. combined the laser foot-
print image and detector observation data to reduce the
non-uniformity interference and thus improve the spot lo-
calization accuracy, but the localization will be affected
by the accuracy of the laser footprint, and the resistance
to the satellite jitter and atmospheric interference is
weak™. Bao et al. proposed a pixel response flat field
model and correction method for CMOS image sensors
based on point scale area to reduce the non-uniformity of
infrared images, but the method ignores the effect of
blind pixels, and the model is more complex and unfavor-
able to hardware implementation and poor real-time per-
formance %

In order to tackle the challenge of high-precision
spot centroid localization for short-wave infrared beacon
light in satellite laser communication, we introduce a
model for high-precision spot centroid localization in
short-wave infrared. This model aims to investigate the
impact of short-wave infrared image non-uniformity and
blind pixels on spot centroid localization. Additionally,
we design a high-frame-frequency payload for short-wave
infrared spot centroid localization in satellite laser com-
munication by utilizing a newly developed high-sensitivi-
ty 640X512 faceted array InGaAs short-wave infrared de-
tector. With this solution, we are able to achieve high-
precision spot centroid localization in short-wave infrared
images. The load also supports image correction and cen-
troid positioning under the detector open window, which
is adapted to the needs of satellite laser communication,
and the positioning accuracy reaches 0.1 pixel point,
which can be widely used in actual engineering practice.
The research of this paper can better promote the devel-
opment of the field of satellite laser communication, im-
prove the performance and stability of the satellite com-
munication system, and provide effective technical
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means and theoretical guidance for the realization of high-
speed and reliable satellite communication.

1 Short-wave infrared spot centroid po-
sitioning model

1.1 Infrared imaging positioning principle

The information flow of the satellite laser communi-
cation spot imaging and localization system can be repre-
sented by Fig. 1. First, the energy of the short-wave in-
frared beacon light is transmitted through the atmosphere
and reaches the optical system. In the optical system,
the infrared light is modulated to form a solid image
plane on the focal plane. The focal plane detector then
captures the infrared image on the real image plane and
transmits it to the information acquisition circuitry of the
back-end electronics system. The information acquisition
circuit receives the analog signal output from the detector
using a signal with high input impedance, performs the
necessary conditioning and filtering processes on this sig-
nal, and quantizes it with high precision. Finally, the
quantized digital infrared image raw data is transferred to
the FPGA for further processing to find out the spot cen-
troid position.

Infrared Target

Fig. 1 Short-wave infrared imaging system
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Ideally, when the focal plane detector is subjected
to uniform illumination radiation, the response of each
pixel is exactly the same. However, due to the inconsis-
tency of semiconductor materials, mask errors, defects
and process factors, there are inconsistent response dif-
ferences between different detection units in the infrared
focal plane array. These factors lead to the non-uniformi-
ty of the photoelectric conversion characteristic curve and
dark noise, and blind pixels will appear in severe cas-
es ™ as shown in Fig. 2. At the same time, tempera-
ture variations can also affect the array elements. These
factors can lead to the phenomenon of non-uniformity in
the detector signal, which affects the centroid positioning
accuracy.

1.2 Degradation model

In the short-wave infrared imaging system, the spot
centroid localization is mainly disturbed by non-uniformi-
ty noise and blind pixel noise. we expect to recover the
ideal infrared image as much as possible to eliminate the
interference of non-uniformity noise and blind pixel
noise, and improve the centroid localization accuracy.
Therefore, we model the two main interference noises,
and the infrared image degradation model is expressed as

Z=S+B+§ , (1)
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Fig. 2 Schematic diagram of a blind pixel with a Gaussian spot:
(a)two-dimensional diagram; (b)three-dimensional diagram
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where Z denotes a short-wave infrared image disturbed
by noise, S denotes an ideal image without noise, B de-
notes non-uniformity noise, and é denotes random blind
meta-noise.
1.3 Correction method

Non-uniformity noise B can be categorized into rela-
tively stable time-dimension non-uniformity noise and
more random non-uniformity noise. The response of an
infrared detector is linear to some extent, including the
response gain and bias nonuniformity. Therefore, in this
paper, the two-point correction method is used to correct
the nonuniformity, and a response straight line is fitted
based on the response values of the detector image pixels
acquired at two different irradiance levels to correct the
nonuniformity at other temperature points. The image S,
after correction for non-uniformity can be expressed as:

S, (i) = K(iy)Z(ij) + Q(ij) » (2)

where K (i,j) is the gain correction coefficient, Q(i,j) is
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the offset correction coefficient, and i,j represents the
pixel point position, both of which can be calculated by
Eqs. (3) and (4), respectively:

VAGE WAS

K(ij) = —— , (3)
_Z(w‘) = Zip

QGij) =27 - K(ij)Z, , (4)

where Z#is the mean value of all pixel points of the detec-
tor response averaged image at high energy level, Z¢' is
the mean value of all pixel points of the detector response
averaged image at low energy level. Z¢ is the response
value of the detector response averaged image at point
(i, j) at high energy level, and Z¢! is the response value
of the detector response averaged image at point (i, j) at
low energy level.

For the blind pixel noise, this paper adopts the
method of weighting neighboring pixels by using the
mean value of their 4-neighborhood non-blind pixel
points to replace the value of the blind pixel point, thus
further eliminating the blind pixel noise on top of elimi-
nating the non-uniformity noise.

1.4 Spot centroid positioning

The calculation of the spot centroid mainly consists
of two steps: coarse positioning and fine positioning.
Coarse positioning refers to obtaining the location of the
maximum value of the spot pixels, while fine positioning
mainly uses the nine pixels in the center of the spot to ob-
tain the sub-pixel coordinates of the centroid using the
Gaussian surface fitting method. For short-wave infrared
images, the spot centroid positioning is calculated as
shown in Eq. (5):

( (v = x,)° +(y - %) )

Sfxy)=Aexp B , (5)

where f(x, ) is the pixel point gray value and (x,, v,) is
the centroid corresponding to the ideal spot image. Tak-
ing the logarithm on both sides of Eq. (5), we can get:
o Pt (v = )
Inflxy)=InA - %) o =nl g
The centroid center point and its four-pixel points in

[Inf(x, + Ly,) = Inf(x, = 1,,)1/2

horizontal and vertical directions are taken for fitting as
shown in Fig. 3.
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Fig. 3 Pixel point of spot centroid
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In the x-direction there are

=1 =ax,)+(y. =y, )
Inf (x, = 1y,) = Ind ~ (x x“; ;= %)
- 24 (y. — 2
Inf (x.9,) = nd — =202 00) (7)
A1 —x )+ (y =y, )
Iof (5, + 1) = Tnd = x“; (= 70)

Gaussian fitting calculates the coordinates at sub-
pixel level, so (x;, y,) can be set as the coordinate origin,
and Eq. (7) can be simplified as:

Inf(x, = 1y,) = Ind - (I + ) ;(yj -y
Inf (x,,y,) = InA _x"+(+y0) . ®)
Inf (x, + 1) = Ind = %) ;m—mz)

Solving the above equation gives

YT Tnf (xy,) = Inf (x, = 1y) 1+ [Inf (x,y,) = Inf (2, + 1,) ]

[Inf(x.y; + 1) = Inf(xy, = 1)]/2

The same reasoning leads to

)

Yoo [Inf(xi’yj) - Iﬂf(xnyj - 1)] + [Inf(xi’yj) - Inf(xi’yj + 1)]

Thus, the sub-pixel coordinates of the spot centroid
are calculated, and combined with the coarse positioning
coordinates, the final spot centroid coordinates are ob-
tained.

1.5 Centroid positioning error

Conventional spot centroid localization algorithm do
not consider non-uniformity and blind pixels effects, and
the spot obeys a Gaussian distribution, which can be di-
rectly used for centroid localization using Eq. (6). While
in the short-wave infrared spot centroid localization, the
infrared image usually has non-uniformity as well as
blind pixels noise, which causes errors in the spot cen-
troid coordinates derived from Eq. (6). To further quan-
tify this error, the centroid localization of the infrared im-
age after non-uniformity and blind pixels correction is

(10)

first expressed as follows according to

Egs. (1),(2),(5):

K(x.y)Z(xy) + Qxy) = 8(xy) ==

x—x0) +(y =y,

( ( o) B(y ¥o) ) . (1)
where x; and y; represent the centroid coordinates of the
spot. Due to the influence of non-uniformity and blind
noise, the coordinates of the centroid positioning will be
deviated. The deviation in the x direction and y direction
of the centroid is expressed as:

A exp

Ax |x0 x0| 12)
Ay =]yl = ¥

Define operator I'(x,, ;) = In(K(x,,y;)z(x,5,) +
Q(x,y;) = 6(x,,y;)). According to Egs. (11) , (12),
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the centroid positioning error caused by non-uniformity
and blind pixels in the x and y directions can be obtained
as follows:

[F(%m,y,-) - F(xi—layj)]/z

Av = 20 (x0y;) = D, 10y;) = Tix,L0y;)
[Inf(xi+1=yj)_Inf(xi—luyj)]/z (13)
Zlnf(xl’yj)_Inf(xifl’yj)_Inf(xi+l7yj) '
Similarly, in the y direction, there is
_ [F(xnyjﬂ)— r(x[»y;-l)]/Z _
- 2F(x,-,}f,-) - r(xmyj—l)_ F(xnyjH)
[Inf (x50 0) = Inf (%2, ) 172 ) (14)

ZInf(xmyj) - Inf(xivy/f 1 ) - Inf(xivy/+ 1)
2 Experimental results and analysis

2.1 Experimental setup

InGaAs short-wave infrared (SWIR) detectors have
wide spectral coverage, low noise and spectral response
in typical SWIR bands' ™. This paper focuses on the ex-
perimental validation using the newly developed short-
wave 640X512 faceted InGaAs detector R&D load from
Shanghai Institute of Technology and Physics, Chinese
Academy of Sciences, which has an image center dis-
tance of 15 pwm, a spectral response range of 0.95-
1.7 pm, a peak sensitivity of 0.8 A/W, and a detec-
tion rate of =5%10"” cm*Hz/W. It consists of a low-noise
readout circuit, an InGaAs photosensitive chip with a P-
I-N structure, and a first-stage thermoelectric cooler,
which is packaged in a metal form, as shown in Fig. 4.

The block diagram of the FPGA software system
used for the load design is shown in Fig. 5, which con-
tains the detector driver and image data acquisition mod-
ule, serial communication module, temperature control
module, Flash read/write control module, DDR read/
write control module, image correction module, image
transmission module and centroid extraction module.
The system provides timing drive for the detector, and
then uses AD to collect the analog signal output by the
detector to convert it into a digital signal. Based on the
model, Flash and DDR are used to correct the non-uni-

Fig.4 The schematic diagram of shortwave 640 x 512 planar ar-
ray InGaAs detector
K4 S 640x512 T4 InGaAs FE #5718 A

formity and blind pixels of the image with the help of cor-
rection data. The corrected image is subjected to thresh-
old segmentation and spot target detection. After the spot
target is detected, the centroid is obtained by using the
Gaussian surface fitting method in the positioning model
and transmitted to the satellite master.
2.2 Non-uniformity and blind pixel correction re-
sults

Figure 6 shows the original image output by the de-
tector and the corrected image. It can be seen that the
original image has obvious non-uniformity and more blind
pixels, and after correction, the non-uniformity of the im-
age 1s significantly improved and blind pixels disappear.

Figure 7 shows the distribution of blind pixels be-
fore and after image correction. It can be seen that a
large number of blind pixels are distributed in the image
before correction. After correction, the blind pixels in
the central area of the image disappear, and only a few
blind pixels are distributed on the edge of the image.
This is due to the fact that the points on the edge of the
detector are easily disturbed by the stray light reflection
of the detector frame in the process of obtaining different
energy level images to generate correction data.

When the infrared uniform radiation input, the non-
uniformity of the infrared imaging system of the M-row N-
column detector can be expressed as:

FLASH
Read/Write

Serial 460800

Central Control =
< - Communications

I

baud rate Satellite Master
— Control
(FPGA+DSP)

Control Module 1 Mioiie
DDR Read/Write LVDS
A-channel AD data Control Module Protocol
l Transmission
o> Detector Data Image Correction Threshold Spot Target Spot Centroid
; 4| Driver | isiti et i et | i s  Detection fremm— Calculation
R Module Module module Module Module Module
InAsGa detector l
Camlink Image
Data Transfer
Module
Temperature Temperature
Control  [¢m==== | Acquisition
= Sl oo )

B

Fig. 5 Load FPGA software system design
K5 #fi FPGA B IF R4 30T
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(a)

(b)

Fig.6 Comparison before and after image correction: (a)original
image; (b)post-corrected image
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(Vs(iy) = Vs)*, (15)
i=1y=1
where V; is the response of the pixel (i, j) and Vj is the
average response gray level of the detector array pixel.
The probability density distribution of the ratio of the pix-
el value to the mean value of the image at each point of
the image before and after correction is shown in Fig. 8,
and it can be seen that the image response is more dis-
persed before correction, and the non-uniformity of the
image is greatly improved after correction. The non-uni-
formity of the image before and after correction is re-
duced from 7% to 0. 6%.
2.3 Effect of non—uniformity and blind pixels on lo-
calization

Figure 9 demonstrates the intensity distribution of

the spot before and after correction for non-uniformity
when the spot centroid is not at the center of the pixel
point. Before correction, the spot is affected by non-uni-
formity, and the distribution at the edge of the spot is not
uniform, and the undulation at the edge of the spot
makes the spot size larger and diffuse. After correction,
the spot edges are uniformly distributed, and because the

(a)

(b)

Fig.7 Comparisons of blind pixels distribution before and after
correction: (a)before correction; (b)after correction

7 BFIEHR B U A () IR ; (b)FF 1L )R

spot centroid is not in the center of the pixel, the spot
has a certain degree of morphological aberration, which
will cause some interference to the accuracy of the cen-
troid positioning.

Figure 10 demonstrates the light spot intensity distri-
bution before and after the non-uniformity correction
when the centroid of the light spot coincides with the cen-
ter of the pixel point. Before correction the spot is affect-
ed by non-uniformity, the spot edge distribution is not
uniform, the edge appears a certain degree of undula-
tion, after correction the spot edge becomes uniform, at
this time the spot on the whole has good symmetry, the
light intensity distribution is centrally symmetric, close
to the ideal Gaussian distribution of spot morphology, at
this time the spot centroid localization accuracy is high.

The ideal spot can be considered to be generated by
a Gaussian beam, and its intensity is Gaussian distribu-
tion. The electric field intensity of the Gaussian beam in
space can be expressed by the complex amplitude and its
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Fig.8 Comparison of non-uniformity distribution before and af-
ter correction: (a)before correction (NUN=0.0795); (b)after cor-
rection (NUN=0.0067)
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expression is

w, X+ y2 Cox yz
E(xyz)=—"exp[-——F— lexpii [ — |-
w w w
¥} exp (ikz) ., (16)
2
where w, is the radius of the center beam waist, k = Tﬂ

is the beam, A is the beam wavelength, w is the beam
width at which the beam propagates to z, and ¢ is the
phase factor.

In short-wave infrared imaging systems, physically
damaged detector units as well as detector charge transfer
channel obstacles, optical lens defects, etc. will pro-
duce blind pixels in the image, and the locations of these
blind pixels are fixed. When spot centroid localization is
performed, these blind pixels will greatly interfere with
the spot localization accuracy.
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Fig. 9 Spot intensity distribution before and after correction: (a)
original spot;(b)corrected spot

P9 FIERT R G BESE B0 A - () IR YEHE ; (0)HF 1E S5 L BE

When the Gaussian surface fitting method is used to
locate the centroid of the spot, the maximum point of the
spot pixel value and its four adjacent points are used to fit
the Gaussian spot to determine the centroid position, and
the effect of the blind pixel on the centroid localization is
related to the distance of the blind pixel point from the
centroid as well as the value of the blind pixel, and the
simulation results of the spot localization error are shown
in Fig. 11. When the blind pixel point is greater than 2
pixel points from the spot centroid, the blind pixel has no
effect on the spot positioning accuracy; when the blind
pixel point is 1 pixel point from the spot center, the ef-
fect of the blind pixel on the spot positioning error is
shown in Fig. 11(a); and when the blind pixel is located
at the pixel point in the spot center, the effect of the
blind pixel on the spot positioning error is shown in Fig.
11(b). It can be seen that the blind pixel has the great-
est influence on the centroid positioning error when it is
located at the center point of the spot, and the maximum
positioning error can reach up to 1.3 pixel points, and
when the blind pixel is located 1 pixel point away from
the center of the spot, the centroid positioning error with
the change of the value of the blind pixel stays below 0. 5
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Fig. 10  Spot comparison before and after correction: (a)original
spot; (b)corrected spot
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pixel points.

Adopting the blind pixel compensation method of ad-
jacent pixel weighting described herein to process the
blind pixels in the spot image, when the blind pixel point
is 1 pixel point away from the center of the spot, the
blind pixel compensation result is shown in Fig. 12,
which can improve the spot centroid positioning accuracy
to 0. 0763 pixel points, and when the blind pixel point is
located in the center of the spot, the blind pixel compen-
sation result is shown in Fig. 13, which can improve the
spot centroid positioning accuracy to 0.0005 pixel
points. The simulation results show that when the blind
pixel appears in the spot, the blind pixel compensation
method with the weighting of the neighboring pixels can
reduce the influence of the blind pixel on the spot posi-
tioning accuracy, and significantly improve the spot cen-
troid positioning accuracy.

2.4 Spot positioning results

Using the galvanometer and beacon light to test the
positioning accuracy of the load centroid, as shown in
Fig. 14. Based on the center of the detector, the spot po-
sition is moved by adjusting the deflection radian of the
galvanometer X-axis and Y-axis. Fixed galvanometer Y-
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Fig. 11 Influence of the blind pixel on the spot centroid localiza-
tion accuracy: (a)l pixel from the center of the spot; (b)the blind
pixel is located at the center pixel of the spot
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axis is unchanged, adjust the X-axis galvanometer deflec-
tion arc with equal spacing, and then fixed galvanometer
X-axis is unchanged, adjust the Y-axis deflection arc
with equal spacing, to obtain the spot centroid position of
the 13 points shown in the figure. Since the deflection ra-
dian of the galvanometer between any two adjacent points
is equal, the distance between any two points of the spot
centroid position measured theoretically is equal. The
centroid positions of these 13 points are measured using
loads, and the average value is taken for 50 measure-
ments of a single point. The centroid position spacing be-
fore and after the non-uniformity correction is obtained as
shown in Fig. 15, the maximum difference between the
spacing of two adjacent points obtained before the non-
uniformity correction is 0. 5310, which can be consid-
ered that the positioning accuracy error is less than
0. 2655 pixel points; the maximum difference between
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blind pixel

Fig. 12 Blind pixel point 1 pixel point from spot center
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blind pixel
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Fig. 13 Blind pixel point at the center of the spot
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the spacing of two adjacent points obtained after the non-
uniformity correction is 0. 1930, which can be consid-
ered that the positioning accuracy error is less than
0. 0965 pixel points. The localization accuracy after non-
uniformity correction is 63.7% higher than that before
non-uniformity correction. It can be seen that the dis-
tance between adjacent two points remains stable in most
cases, and only a few points have large deviations before
image correction, resulting in a decrease in positioning
accuracy. This is because at this time the spot centroid is
close to the middle position of the two pixel points, and
the spot centroid localization is prone to large deviations.
The short-wave infrared high-precision spot centroid lo-
calization method proposed in this paper has a significant
increase in the accuracy of the centroid localization when
the centroid of the spot deviates from the center of the
pixel point, which verifies the correctness of this method.
2.5 Compared with other positioning methods

In order to further verify the effectiveness of the pro-
posed centroid localization method, we choose the ener-
gy-weighted localization method in Yang et al. " as a
comparison, and the localization error results are shown
in Table 1. Yang et al. used median filtering and Gauss-
ian filtering to remove noise and extract laser footprint at
the same time. The influence of non-uniformity was elim-
inated by ellipse fitting method based on least squares,
and finally the centroid was obtained by energy weight-
ing. According to Table 1, the centroid positioning error
of Gaussian fitting is 0. 091 pixels, and the energy-

post-corrective

post-corrective

Fig. 14 Spot centroid positioning accuracy test
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weighted centroid positioning error is 0. 183 pixels,
which is greater than 0. 1 pixels. The possible reason is
that they can not completely eliminate the influence of
image non-uniformity by ellipse fitting, while our method
has a good effect on this based on the non-uniformity
elimination method of calibration. At the same time,
they do not make effective processing of blind pixels in
the image, and the energy weighting method is more vul-
nerable to the influence of blind pixels, resulting in in-
sufficient robustness. Therefore, the method proposed in
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Fig.15 Distance between centroid positions before and after im-
age correction: (a)the distance between centroid positions in the
X-axis direction; (b)the distance between centroid positions in the
Y-axis direction
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this paper has better centroid localization performance.
2.6 Load system design and finished products
Based on the model and simulation, the structure
design of the shortwave infrared high-precision spot posi-
tioning load designed by us is shown in Fig. 16. The
load hardware contains the InGaAs detector, interface
board, driver board, control board, and digital transmis-
sion communication board, and its structural design is
shown in Fig. 16. The interface board provides detector

voltage inputs, the driver board contains DDR, Flash
and other memory device drivers, the control board con-
tains FPGAs, and the digital communication board con-
tains Uart and Camlink communication interfaces. The
FPGA adopts the XCOLSX75-2FGG4841 chip to provide
timing drive for the detector and collects the image data
output from the detector, as well as processes the collect-
ed image data and sends the sought centroid position to
the main control through the serial communication mod-
ule. In addition, through the Camlink interface, the sys-
tem is able to transmit another way of image data to the
host computer.

Drive Board Control board

Interface Board Digital Communication Boards

Detector \:h

Fig. 16 Schematic diagram of load hardware structure
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The finished product of the load is shown in Fig.
17, which supports high frame rate centroid positioning
at 2 000 Hz, with stability and reliability as well as good
encapsulation and protection for satellite laser communi-
cation.

The load has passed the spaceflight environment
screening experiment and loaded on the satellite optical
system, achieved good short-wave infrared spot centroid
positioning effect, and will be put into use on the satel-
lite at a later stage, as shown in Fig. 18.

3 Conclusions

In this paper, a short-wave infrared high-precision
spot centroid localization model is proposed, and the ef-
fects of short-wave infrared image non-uniformity and
blind pixel on spot centroid localization accuracy are an-
alyzed based on the model. And based on the latest
short-wave InGaAs detector and FPGA, a high-frame-
frequency short-wave infrared spot centroid localization
payload for satellite laser communication was designed
for experimental verification. The experimental results
show that the non-uniformity of the detector’s original
image is reduced from 7% to 0.6%, the blind pixel
compensation rate is close to 100%, and the spot cen-

Table 1 Distance between centroid positions

F1 FubfrEEEE

Vethod Spacingl Spacing 2 Spacing 3 Spacing 4 Spacing 5 Spacing 6 Localization error
/pixel /pixel Ipixel /pixel /pixel /pixel Ipixel
Energy weighting method 17.421 17.309 17.173 17.539 17.265 17. 465 0. 183
Gaussian fitting method 17.294 17. 456 17.394 17.275 17.350 17.369 0.091
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Fig. 17 Finished product
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Fig. 18 Satellite opto-mechanical system
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troid localization accuracy reaches 0.1 pixel point, the
frame rate can be up to 2000 Hz, and the computational
delay is less than 500 ws, which can satisfy the demand
for high-precision spot centroid localization for the short-
wave infrared in satellite laser communication. The
short-wave infrared high-precision spot centroid position-
ing method in this paper is characterized by easy imple-
mentation, high real-time performance and strong anti-
interference ability, and the payload will be put into use
in practical engineering in the future. Due to the con-
straints of the carrying platform, the laser communica-
tion terminal is developing in the direction of lightweight
miniaturization, and we will focus on the lightweight
miniaturization and low-power consumption of the pay-
load in the future research, which will help to realize
the satellite space Internet.
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