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On-orbit non-uniformity correction method for infrared remote sensing
systems using controllable internal calibration sources
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Abstract: Numerous detectors and the large time scale make non-uniformity correction (NUC) challenging for an
infrared focal plane array. Typical calibration systems for infrared remote sensing systems block the full optical
pupil and expose the sensor to an on-board calibration source (blackbody) and may also point to deep space as a
calibration source. It is impractical (or expensive) to calibrate the high dynamic range remote sensing system with
an on-orbit full aperture calibration source. This paper proposes and simulates an internal calibration system
wherein a controllable internal calibration illumination is superimposed on the space imagery. The CICS-NUC
method is applicable to the NUC when the calibration source adopts steady-state mode. After a comprehensive
simulation analysis, an on-orbit NUC method based on the controllable internal calibration sources (CICS-NUC)
is proposed using this type of calibrator. The proposed approach provides effective NUC without blocking the full
optical pupil when the sensor stares at deep space. After executing the proposed NUC method, the non-uniformity
of the evaluation image was reduced from an initial pre-correction value of 15.87% to a post-NUC value of
1.2%. The proposed approach has advantages of high efficiency, adaptability, and real-time processing. In addi-
tion, compared with the scheme of cutting a large extended blackbody into the imaging optical path, the simple
structure and compact design of the internal calibration device reduce system costs.
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uniformity correction

ETAEANERENE LOIMERENEDSERIETZE
B-m'c, WO#', X OR", £ 4, ki, T A

(1. b HE T2 JEH 2B, Sl SRR S R G2 E TR i 5 50865, Jh st 1000815
2. AL HTHE T R A BRIGAERE, )45 BRIF 519088)

WE KM E T EITERMH IR F TSR B0 AR FEE, 2R NE FRAFT &R R
GRWNRZFFRENELINE LHREERES, A0 GME FRALTRERE A RIFE £ H R
KEF, ATHAXEER KNBEET —HETTBNERREFERGRNANERAKELERSY
MARET ik, B EMNATENERFERET B GEE R EERE, B RE T B8R AT BN
SR EERNBDAEE, AT EEUGERTHE A LEFHTBARE, BLRIIEERZ T I
AR AT, AL RIEAT I3 4 WA, A T AR 3 47 AR IE B 3R 4 1R B A 3 47 M AT A 89 15.87%
THE12%UT, AFEAEARE SR GHRMERERLELIAEIHAENTE, HLTHFEINELE
REGW R E, AR AR ERESEME L SN ERA,

X B WAAERGEHAEN RIS EE R TR TERE

FE LS TP7 XEkERIRED : A
Received date: 2019- 09- 19, revised date: 2021- 08- 29 W B H8:2019- 09- 19, & [E HH#A:2021- 08- 29

Foundation items: This work was supported by the National Natural Science Foundation of China (61871034), the 13th Five-Year Plan Pre-study Founda-
tion of the Army Armament Department of China (3010204004104) and the National Key R&D Program of China (2018 YFB0504900).

Biography: SHENG Yicheng (1987-), male, Beijing, china, doctoral student at Beijing Institute of Technology. His current research interests include non-
uniformity correction, radiometric calibration, small infrared target detection and electronic circuit design in remote sensing systems. E-mail: shengy-
icheng87@gmail. com

" Corresponding author : E-mail : edmondqiu@bit. edu. cn



656 AP/ NI Qb A 40 %

Introduction

The Nonuniformity correction (NUC) is a crucial
procedure for infrared remote sensing "'*. NUC (i. e. ,
radiometric calibration in relative scale) can be broadly
classified into two major categories: calibration-based
techniques (CBNUC) and scene-based techniques (SB-
NUC) . A typical CBNUC method uses a uniform on-
board calibrator, e. g. , a blackbody source, to block the
full entrance pupil or switch the imaging optical path to
the radiance source *. The uniform radiance of the
source is projected onto the infrared focal plane array
(IRFPA) and the calibration parameters are obtained by
changing the calibrator’ s temperature . Typical CB-
NUC methods examined by existing literature include the
one-point method ", two-point method ***", multipoint
method """ | and staircase-scene-based method '
These CBNUC methods are effective with the minimal al-
gorithm complexity; however, it is difficult to adapt to an
application system that cannot provide a very uniform
scene illumination. In particular, owing to the larger ap-
erture used by high-earth-orbit infrared remote sensing
systems, it is impractical (or expensive) to calibrate the
remote sensing system with a blackbody of the same size
as the primary lens owing to the limitations of space,
weight, and power consumption. There is a lack of high
dynamic range (HDR) vacuum extended blackbody ac-
cording to the CBNUC methods for the radiometric cali-
bration of HDR infrared remote sensing system. Because
of these physical constraints, CBNUC methods based on
an external calibration source are not applicable in this
special case. In contrast, SBNUC methods are designed
to calculate the non-uniformity from IRFPA frames with-
out a reference source and then compensate the dynamic
non-uniformity . Most of the current NUC research fo-
cuses on the SBNUC methods, including constant statis-
tics based algorithms "', least mean square meth-
ods'™, neural network based algorithms ', and registra-
tion based methods ™", These SBNUC algorithms esti-
mate true scene radiance based on series of images or the
frame-to-frame global motion, which typically have high
requirements of computing input data regarding the dy-
namic scene and the local motion characteristics between
scenes . The imagery of a high-earth-orbit infrared re-
mote sensing system has a deep-space as background dur-
ing the calibration procedures, and it becomes impossi-
ble for the system to identify a dynamic scene or the mo-
tion characteristics of the scene that meet the assumption
of the SBNUC algorithm. For the internal calibration
scheme 7", the calibration optical paths must be sepa-
rated from the telescope imaging optics during the on-or-
bit calibration procedure. In this procedure, the internal
calibration sources (ICS) may generate non-uniformity
and other unfavorable effects. Previously, we proposed
an NUC method based on modulated internal calibration
sources (MICS-NUC) combined with an SBNUC method
to achieve a high dynamic range NUC “**. However, this
method requires the ICS to be modulated in the selected
dynamic range. If the required modulation condition can-
not be met, the processing algorithm is no longer applica-

ble.

In this study, based on the optical structure of previ-
ous research ™', we propose an on-orbit NUC method
based on the controllable internal calibration sources
(CICS-NUC) for the HDR infrared remote sensing sys-
tem. During the calibration process, we superimpose the
ICS radiance onto the deep space background to con-
struct an HDR scene while the system stares at deep
space. After the correction process, calibration parame-
ters are obtained and the CICS-NUC method can be im-
plemented for the remote sensing system. The CICS-
NUC method simplifies the ICS control system and the al-
gorithm complexity, thus making the calibration easy to
implement. In the following sections, the CICS-NUC
method is introduced and verified with simulations.

1 NUC Method with CICS
MICS-NUC and CICS-NUC methods have the same

on-orbit radiometric calibration device and system struc-
ture. The proposed push-room imaging high-earth-orbit
system employs a linear dual-band IRFPA "*'. The ICS
optical components occupy a hole in the main mirror with-
in the central obscuration of the Schmidt telescope. The
ICS optics are designed to operate synergistically with the
Schmidt telescope’ s optics to produce a uniform and
HDR light distribution at the IRFPA. The internal black-
body source of nichrome (HelioWorks, model EF8530)
has three radiating fins with 1. 3% non-uniform illumina-
tion at the IRFPA . The ICS operates in either pulsed
or steady-state mode. The ICS in the proposed CICS-
NUC method operates in a steady-state mode.

As bright stars are not conducive to the calibration
process, their effect must be reduced. Another challenge
is the difficulty encountered by the IRFPA when obtain-
ing different levels of radiance directly from the space
scene. Thus, the proposed approach uses a controllable
ICS with various levels of radiance to obtain multiple cali-
bration images for HDR calibration during the IRFPA
scan. The on-orbit NUC based on controllable CICS-
NUC method has two processing steps: a filtering process
based on a local threshold and a segmentation two-point
calibration based on a local mean. From the perspective
of solving the key problems and the NUC image of the in-
frared system under the ICS operating in steady-state
mode, the scene based adaptive NUC algorithm in this
paper adopts the dynamic linear correction method. Fig-
ure 1 illustrates the processing flowchart of the proposed
CICS-NUC method.

1.1 Filter the Image Outliers Based on a Local
Threshold

As a few luminous stars within the deep-space back-
ground scene directly influence the estimation of the cor-
rected true value, these sampled points must be filtered
out. Furthermore, calibration images also contain other
influential factors such as random noise of sensors and
ICS illumination distribution non-uniformity. Therefore,
the proposed algorithm adopts a filtering process based
on a local threshold value. This approach discussed in
the previous research (MICS-NUC) is to compute a
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threshold at every point (x, y) in the calibration image f
(x, y) based on two specified properties computed in a
neighborhood s,, **. Let o, and m,, denote the standard
deviation and mean value of the set of pixels contained in
a neighborhood (set as 1 X d area) , centered at coordi-
nates (x, y). These two quantities are effective for deter-
mining local thresholds because they are descriptors of lo-
cal contrast and average intensity. The evaluation meth-
od compares the local parameters (a and b) with the pre-
set thresholds of m_and o ; a point with a local parame-
ter less than the threshold is an abnormal point. With the
IRFPA scan (push-broom mode) horizontally, the corre-
sponding local parameter calculation formula at the point
(x, y) is
1 r
my = Sy +) m

s=-r

e ) [{ERR RN | )

where ris the radius (d=2r+1),x=1, 2, =, M and
y=1,2, -, N; M and N are the rows and columns in
the image. By determining the point-by-point local
thresholds of the image, an image g (x, y) with marked
outliers can be obtained.

g(xy)=

0 if ‘f (x,y) -m,
(x,y) otherwise , (3)

<a ANDo, <b

where a and b are the non-negative thresholds deter-

mined by experiments in advance. Note that in the sec-
tion 2.2, the digital number of the marked point is ig-
nored, the remaining pixels will be preserved as digital
number of g(x, y).

The parameter of the filtering process in the CICS-
NUC method is determined by comparing the NUC ef-
fects in advance. The increase in the parameter d (the
size of the neighborhood) not only increases the amount
of calculation but also calculates another star, and there-
fore, the error increases. The parameter d should be
close to the pixel size of the bright star; we set d = 9.
The parameters a and b are descriptors of average intensi-
ty and local contrast, respectively. When b ranges from
10 to 13, and a ranges from 39 to 100, the NUC result at
low gray-scale segments is optimal (gray-scale segments
smaller than ICS-2000). The change of the parameters a
and b do not have a large effect on the high gray-scale
segments. This is because, when the system performs
calibration operations for areas with fewer stars, the
brighter pixels remaining after the filtering step will only
have a greater impact on the calibration process of the
low gray-scale. To better obtain the correction results of
low gray-scale segments, d =9, a = 40, and b = 13 are
taken as the optimal local threshold parameters of the fil-
tering process with various filtering parameters analysis.
MICS-NUC and CICS-NUC methods have the same filter-
ing process, but the parameter values of the two algo-
rithms are not the same.

1.2 Segmentation Two—Point Calibration Based on
Local Mean

Because of the HDR and the obvious nonlinear re-
sponse of the system, the typical linear response model is
no longer applicable. Therefore, according to the dynam-
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ic range and calibration accuracy requirements, the IRF-
PA’ s dynamic range (R, , R, ) is divided into K inter-
vals (RA,_I, RA,) , where k=1, 2, -, K, R,=R_,, and
R, =R,,. Calibration is executed respectively in each in-
terval (segment) based on the linear response model.
This paper takes the two-point algorithm as an example.
According to the linear model, the size of the scanning
IRFPA obtained is M X N. Assume that the IRFPA NUC
model is

Y(ij) =6, - X(iy) + 0,(i = 1.2,--- .My = 1,2,---,N),(4)

where G, and O, are the gain and offset parameters of the
i—th channel, respectively, X (i, j) is the original output
image, and Y(i, j) is the output image after NUC for the
IRFPA. While the IRFPA is in the imaging process, the
input radiance from the scene is used to select the corre-
sponding NUC coefficients at each interval, and then
complete the corresponding NUC according to the NUC
equation.

The segmentation NUC can be executed in advance
in the laboratory. When the on-orbit environment is simu-
lated, the on-board controllable ICS provides reference
radiance for segmentation calibration. The on-orbit seg-
mentation interval and the calibration temperature points
in the intervals are initially set during pre-launch calibra-
tion. The initial gain parameter G, and offset parameter
0,,, can be continuously optimized according to the pre-
launch calibration result. The segmentation interval, cal-
ibration point, and initial parameters are important coef-
ficients for the subsequent calibration process.

A common algorithm to the NUC is to perform mea-
surements with a blackbody source at two different abso-
lute temperatures, T, and T,, and then, to solve for the
NUC coefficients. The average of the output values of all
detectors is used as the corrected true value. This two-
point method is performed using the global mean value as
the corrected true value as follows :

V.i.,T)=6G, - V@T)+ 0, =VAT))
V.(i,T,)=G, - V(i,T,)+ 0, =V.(T,) ©)

where V(i,T,) and V(i,T,) are the mean values of the i-
th channel in the calibration image of the temperatures T,
and T,, respectively, and V.(T,) and V.(T,) are the aver-
age of all channel output under the temperatures T, and
T,. Thus, the gain and offset parameters of IRFPA are

G = V.(T,) - V.(T)

- V@)= VET) . (©)
0. =V(T,)- G, - V(i,T,)

Because the infrared camera is also affected by the
weak background radiation of deep space, an NUC algo-
rithm based on a local mean to obtain relative radiation
calibration parameters is used. The parameters are ob-
tained as follows :

The radiance of the ICS is used as a calibration
source for an infrared remote sensing system; however,
it will bring non-uniformity of illumination distribution of
1. 3% through the calibration optical system **. The illu-
mination from the ICS causes the radiance to be lower at
the edge than at the center of the IRFPA, while it is si-

multaneously affected by the weak background radiance
of deep space. Therefore, the periodic correction of the
NUC algorithm during on-orbit calibration is required.
The proposed method uses the local mean of the calibra-
tion image to determine the calibration parameters to re-
duce the effect of ICS illumination distribution (1.3%).
The operating steps are as follows.

1) For one frame of the image at temperature T, the
mean of each channel is averaged along the scanning di-
rection. The mean of the effective value of the i-th chan-
nel is V(i, T,) and the group of all channels are set as
matrix ().

2) In the laboratory, NUC is processed using a stan-
dard blackbody source. After obtaining the initial NUC
parameters, G, and O,,, for each interval, matrix Q is
corrected using the NUC parameters obtained in Step 1.
Then, the corrected matrix ) constitutes matrix Q1.

3) To reduce the influence of weak background radi-
ation, two-round mean filtering is executed on Q1 to ob-
tain matrix (2. The size of the filter is determined by the
fluctuation of weak background radiation.

4) To eliminate the influence of ICS illumination
distribution non-uniformity, (2 is corrected according to
the laboratory NUC parameters. The infrared system is
aimed at the cold screen space simulator, the distribu-
tion of the ICS is calculated, and the mean value of the
effective pixels of each channel is obtained. After nor-
malizing, set the group of all channels as the matrix P.
The non-uniformity distribution of the ICS is mapped to

the matrix Q2 to obtain a local mean V,, (T,) , as de-
tailed in Eq. (7).
2) — min (Q2
Vil = P DL IOZ) ) -
1 = min(P)
max ((Q2) — min (Q2) ™
1 = min(P)

The average value V(i, T,) and the local mean V,,,
(T,) of the effective pixels of the i-th channel of the cali-
bration image of temperature T, are obtained in the same
manner by repeating Steps 1 through 4. The local mean
values, V,., (T,) and V, ,(T,) , are substituted for the
global mean values V.(T,) and V.(T,) in Eq. (6) to ob-
tain the calibration parameters of the interval.

The non-uniformity of the IRFPA changes with the
operaling state or environment, thus, a dynamic NUC is
required. The system restarts the calibration process
when the deviation becomes crosses a threshold deter-
mined by the algorithm and updates the calibration pa-
rameters accordingly. When the system is in observation
mode, the ICS is turned off, and the IRFPA imaging da-
ta is subjected to NUC using Eq. (4) according to the
NUC coefficients at each segmentation interval.

2 Verification and Results
To verify the efficacy of the CICS-NUC method, we

analyzed and evaluated an implementation of the pro-
posed algorithm on a simulation of on-orbit NUC for an in-
frared remote sensing system.
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2.1 Simulation Images Acquisition

The simulated non-uniformity image was obtained
by adding the influencing factors to the IRFPA during the
radiometric calibration process while pointed at a specific
area with a small number of stars exist in the deep space.
The influencing factors included the controllable ICS illu-
mination distribution ** , sensor fixed-pattern noise
(FPN), and sensor random noise.
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Fig. 2 Image data obtained by a scanning IRFPA with different

ICS output (e. g. ICS equivalent output is 6000) : the original
space image data superposed with the ICS radiance, FPN, and
random noise.
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Based on the assumptions that the infrared remote
sensing system points to the deep space during the cali-
bration process and that a small amount of star irradiance
exists in the acquired calibration specific area, we select-
ed an actual space scene from the Wide-field Infrared
Survey Explorer mission (WISE) in the W2 band (4. 36
pwm) acquired from the NASA/IPAC Infrared Science Ar-
chive . For the sake of comparison with the MICS-
NUC method "', we used the same original space scene.

Influential factors were added to the original space
scene. Note that the following simulated images are all
equivalent 14-bit gray-scale images. For the M channels
of IRFPA, the output image X, (M) of each influencing
factor was added to the space scene S,(M) below K inter-
vals,

X, (M) =Ta,(M) + ay (M) + 11S,(M) +[ o, (M) +

o;(M)], )
where a, (M) is the illumination non-uniformity of the
ICS, a,, (M) is the gain of the sensor, o, (M) is the offset

of the sensor, and o,(M) is the random noise of the sen-
SOT.

We assumed that a, (M) followed a Gaussian distri-

bution; then,
a,(M)=exp( —(x'j)) ©)
20

The position parameter and the scale parameter are
set at w = 218 and o = 300, respectively. As a result,
the illumination from the ICS caused the radiance at the
edge of the IRFPA to be approximately 0. 88 times that of
the center of the IRFPA. Taking the ICS equivalent radi-
ance output at 6000 for example, the original space im-
age with the ICS radiance distribution is obtained after
the scanning of the IRFPA.

We also assumed that the sensor’s gain a,, (M) and
sensor’ s offset 0, (M) followed a Gaussian random distri-
bution with means of 1 and 850, and standard deviations
of 0.17 and 350, respectively. The sensor’ s random
noise o,(M) conformed to a Gaussian distribution with a
mean of 0 and a standard deviation of 10. Based on the
Equation (8), Fig. 2 shows the data obtained by super-
imposing various influential factors and a steady-mode
ICS equivalent radiance output at 6000 (and other ICS
equivalent outputs ) using a scanning IRFPA.

2.2 Algorithm Process and Effects
2.2.1 Filtering on the Image

During the simulation of the on-orbit radiometric cal-
ibration, when the system pointed to the deep space
scene, superposed calibration images of deep space and
the multistage internal calibration radiance with the scan-
ning process were obtained for the CICS-NUC method.
Figure 3 shows the image obtained by the IRFPA when
the original deep space image was superimposed with an
ICS center radiance of equivalent gray-scale output at
500, 2000, 3000, 5500, and 6000. The local parame-
ters were set (the length of the neighborhood d as 9 pix-
els, a = 40, and b = 13) and the filtering process was
performed according to Equation (3). Figure 4 shows
how the outliers in the simulated image were marked dur-
ing filtering. As shown in Fig. 4, the outlier in the simu-
lated image Fig. 3 is marked (the white part is an outli-
er). The algorithm can effectively mark most of the stars
or nebulas.

2.2.2 NUC Results and Analysis

The deep space scene is not a uniform scene. For
evaluating and analyzing the calibration results of the
CICS-NUC algorithm, we also simulated a series of test
images with the ideal uniform output at the IRFPA (gray-
scale baseline equivalent output of 500~10000). The
fixed-pattern noise distribution in the test images is the
same as that in the simulated images (according to the
same model, Equation (8)). Figure 5 shows two test im-
ages with the same FPN distribution as the aforemen-
tioned simulation images. The equivalent gray-scale out-
put of Fig. 5(a) and 5(b) is 1500 and 5000, and the
NU is 19. 15% and 15. 87%, respectively.

The test image has the same NUC operation; thus,
the change of the test image non-uniformity (NU) also
shows the effect of the CICS-NUC algorithm process.

Note that the evaluation parameter, NU, is given as
follows
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(c) ICS-3000

(a) 1CS-500 (b) ICS-2000

Fig. 3
lent output at 500, 2000, 3000, 5500, and 6000.

(d) ICS-5500 (e) ICS-6000

Images (f (x, y)) obtained before the NUC by superposing various influence factors and a controllable steady-mode ICS equiva-
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(b) ICS-2000

Fig. 4 Figure 3's outlier is marked during the filtering process.
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(a) NU=19.15%

(b) NU=15.87%

Fig. 5 Evaluation images for the validation process: (a) gray-
scale baseline equivalent output of 1500, NU = 19.15%; (b) gray-
scale baseline equivalent output of 5000, NU = 15.87%.
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1 1 M N .

i=1j=1
1

M N
Ve 23 XN = (D + 1) 2.2V . (10

i=1j=1

NU =

where M and N are the total number of rows and columns
of the IRFPA, respectively; D is the number of dead pix-
els in the IRFPA; H is the number of overheated pixels
in the IRFPA; and V, is the corresponding pixel out of
row i and column j on the IRFPA. The average of all ef-
fective pixels’ output on the IRFPA is designated by
V.. When calculating the sum and NU of the outputs,
the values of the invalid pixels were not included.

The difference between using the global mean meth-
od and the local mean method is the estimation of the cor-
rected true value. Two-point correction was performed

with ICS equivalent gray-scale output 2000 and 6000 as

(c) ICS-3000

(d) ICS-5500 (€) ICS-6000

calibration points. The correction was executed using
global mean and local mean methods. The correction pa-
rameters obtained by different statistics methods were
used to evaluate the NU of a series of test images. Figure
6 shows the post-NUC results of the test image (Fig. 5
(b)), and the local mean method has better effect. Note
that intensity transformation is executed to display the
corrected image. The corrected non-uniformity evalua-
tion data for a series of test images is shown in Fig. 7.

(a) NU=6.06% (b) NU=1.18%

Fig. 6 With the ICS radiation at 2000 and 6000 as the calibra-
tion points, the correction results of Fig. 5b are evaluated by dif-
ferent algorithms: (a) global mean two-point correction algo-
rithm; (b) local mean two-point correction algorithm.

F6  LhICS i %58k i 2000 A1 6000 A JE AR 1E A5, %
FHAS TRV S 0 PPN 8 5b MRS E S5 R AT (a) R FH 22 R
PR AR RS 1 AR TE 2 2R (b) Ry S HA (BT A5 M IE 5 125
MR IE S H

The high dynamic range IRFPA has the effect of re-
sponse nonlinearity. To further reduce residual non-uni-
formity, corrections were implemented using the segment

method. With the ICS equivalent gray-scale output at in-
terval 500 - 3000 and interval 3000 — 5500 as the cali-
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bration points, the two-point method based on the local
mean was corrected for the two different correction inter-
vals. The correction parameters obtained by the different
intervals were used to evaluate the NU of a series of test
images. The non-uniformity evaluation data of the test
images is shown in Fig. 8. The non-uniformity evaluation
results of Fig. 5 following NUC processing are summa-
rized in Table 1. The NUC was more effective when a lo-
cal mean value was adopted as the correction truth value,
rather than when using a global mean. As indicated in
Fig. 6, Fig. 7, and Table 1, the NU of the test images
decreased from the initial 19.15% and 15.87% to
0. 68% and 1. 18%, respectively, which was better than
3.24% and 6.06% for the global mean correction algo-
rithm. The overall image achieved a uniform and consis-
tent effect that considerably improved image quality.
This indicates that the proposed CICS-NUC method sub-
stantially improved the accuracy of the estimated NUC
gain and offset in the correction of the illumination non-
uniformity introduced by ICS. Not only did this realize
the effective NUC of the IRFPA sensor, it also partially
corrected the illumination NU of ICS. This proves that
the estimate of the true mean value depends on the unifor-
mity of the scene, that is, the image after removing the
outliers, and the non-uniformity of ICS itself. The NU of
ICS plays a major role when using the global mean as the
corrected truth value. When the local mean value was
used as the corrected truth value, the NU of ICS was con-
siderably weakened, which helped improve the accuracy
of calculating the calibration parameters.

As indicated in Fig. 8 and Table 1, compared with
the different calibration interval, considering the test
point to be 1500 as an example, when the ICS calibration
interval is 500~3000, the correction result is less than
the result at an interval of 2000~6000 (0. 64% is better
than 0. 68%). This indicated that the segment correction
of the CICS-NUC algorithm in Section 2.2 was effective
because the NUC parameters obtained in the selected
gray-scale achieved an improvement in the correction ef-
fect compared to those from other gray-scale segments.
This indicates that an effective interval segmentation al-
gorithm is crucial to the process. In addition, as shown
in Fig. 8 and Table 1, with the ICS radiation at 2000 -
6000 as the calibration interval, the calibration results
are similar to the calibration results when ICS radiation is
3000~5500. The correction intervals and calibration
points need to be optimized based on the detector re-
sponse curves and correction results. In fact, the correc-
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Fig. 7 Non-uniformity evaluation before and after NUC of each
test image.
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tion method is a fitting process that requires repeated test-
ing based on the results.
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Fig. 8 NUC evaluation of test images by using different seg-
mentation interval local mean algorithms.
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To obtain the visual effect of the CICS-NUC on the
actual deep space scenes, a WISE W2 band image locat-
ed at 323. 841, 1. 48141 J2000 was added to FPN to sim-
ulate an original image before correction, as shown in
Fig. 9(a). After performing NUC, the result is shown in
Fig. 9(b). It shows that when the ICS equivalent output
was 2000 and 6000 and these were selected as the cali-

Table 1 Non—uniformity correction (NUC) results from the test images in Fig. 5.

&1 Es TN EGE IS S ERIERRITMN

NUC algorithms

Non-uniformity of the test  Non-uniformity of the test

Internal calibration sources out- image after NUC image after NUC
Algorithm adopted
put as calibration points (1CS-1500,NU = 19. 15%) (1CS-5000,NU = 15. 87%)
2000 and 6000 Global mean value algorithm 3.24% 6. 06%
2000 and 6000 Local mean value algorithm 0. 68% 1. 18%
500 and 3000 Segmentation interval local mean algorithm 0. 64% 1.21%
3000 and 5500 Segmentation interval local mean algorithm 0. 72% 1. 17%
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Fig. 9 Implementing the proposed CICS-NUC algorithm on an
actual space scene.
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bration points, the CICS-NUC algorithm may be imple-
mented to obtain the correction parameters. Note that in-
tensity transformation is executed to display the corrected
image. As observed in Fig. 9, the stripe-like and irregu-
lar non-uniform noise in the original image were success-

fully corrected by the propose NUC method.
3 Discussion

MICS-NUC method and CICS-NUC method are
based on ICS operated in different modes (pulsed or
steady-state mode). The ICS calibration system con-
structs the calibration images, thus meets the require-
ments of the SBNUC algorithms. After the variable
threshold process of filtering outliers, the on-orbit HDR
radiometric calibration can be finished by both of the two
methods without blocking the field of view. Both algo-
rithms can not only achieve effective NUC, but also par-
tially correct the non-uniformity of ICS illumination irra-
diance. By utilizing the same NU response model to cre-
ate a series of simulated images as test images, the cor-
rection effect of the two methods is compared. The cor-
rection results are shown in Fig. 10. It can be seen that:

1) The correction effect of CICS-NUC method is
comparable to the MICS-NUC method in the whole dy-
namic range. The MICS-NUC method shows better NUC
results than the CICS-NUC method at the medium gray
level (the grayscale segment is 2000 to 4500) and the
high grayscale (the grayscale segment is 4500 to

10000). The CICS-NUC method with calibration points
of ICS-500 and ICS-2000 shows better NUC results than
the MICS-NUC method with calibration point of ICS-
1000 at the low grayscale (the grayscale segment is be-
low 2000).

2) The NUC parameters obtained in the selected
greyscale using the MICS-NUC and CICS-NUC methods
have a better correction effect than those from other
greyscale segments. The calibration point 1CS-1000
shows better correction results in the low gray level (the
grayscale segment is below 2000) than the MICS-NUC
method using the calibration point 1CS-2000. Therefore,
the selection of the calibration point is crucial to the
CICS-NUC method, and the CICS-NUC method obeys
the same rules.

Through the comparison test, taking three segmenta-
tion intervals as an example, the MICS-NUC method
(pulsed mode) using the local constant statistical algo-
rithm requires three calibration points to obtain the cali-
bration parameters. However, CICS-NUC method
(steady-state mode) which adopts the local mean based
algorithm requires at least four calibration points. Also,
there are differences in the processing procedure: the
ICS of the MICS-NUC method needs to be set within a
certain range, and higher requirements are imposed on
the ICS control. But the CICS-NUC method adopts a
steady-state mode, which makes the ICS control simple
and stable. Compared with the MICS-NUC based on con-
stant statistics algorithm, the CICS-NUC algorithm re-
quires fewer scan columns of the calibration images, re-
sulting an easier engineering implementation. In summa-
ry, the two methods are feasible NUC methods with dif-
ferent ICS operating modes. In different ICS operating
modes (pulsed mode and steady state mode ) , the correc-
tion effects are also different, and there are different ap-
plication occasions.

The simulation images of this paper superimpose
various factors that may affect the radiometric calibration
of the infrared remote sensing system, so that they have
enough authenticity and can basically conform the actual
situation of the system. The simulation images are cor-
rected independently, and the result shows the validity of
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the algorithm. This method has important reference value
for the design of the actual system. Of course, there are
errors or secondary effective factors in this process, and
it is necessary to improve it through experiments.

4 Conclusions
In this study, we proposed the CICS-NUC method to

solve the problem of response non-uniformity of IRFPA
in infrared remote sensing without blocking the entrance
pupil. A detailed implementation of the proposed method
was introduced, including segmentation, space scene
and controllable ICS image acquisition, a variable thresh-
old function for filtering outliers, local mean based two-
point NUC, and other algorithms. Verification with simu-
lated images demonstrated that the non-uniformity of the
IRFPA was greatly reduced. Compared with other on-
board NUC methods requiring reference sources (e. g. ,
the CBNUC methods) and previous modulated internal
calibration source based NUC methods, our CICS-NUC
method has the advantages of miniaturization, ease of
control and engineering implementation, fewer column
scans, less computation, and thus, lower cost. The
CICS-NUC method provides an effective solution for the
on-orbit HDR dynamic calibration of a scanning IRFPA.
We believe the implementation of this calibration method
will meet the unmet demands of remote sensing systems
in defense, meteorology and several other fields.
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