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Dim small targets detection based on horizontal-vertical multi-scale grayscale
difference weighted bilateral filtering
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Abstract: In order to effectively detect weak and small infrared targets under complex background, a single-
frame method based on horizontal-vertical multi-scale grayscale difference (HV-MSGD) is proposed to enhance
weak targets, and the strong edges of background are suppressed by the difference between the distance and gray-
scale values. There is discontinuity between the target area and the surrounding area. To strengthen their differ-
ences, HV-MSGD combined with bilateral filtering (BF) can increase the intensity of the target while suppressing
the background. Candidate targets are further extracted by adaptive local threshold segmentation and global thresh-
old segmentation. In order to further verify the impact on single-frame detection, the above-mentioned single-
frame detection algorithm is combined with an improved untraced Kalman particle filter (UPF) to implement tra-
jectory detection. The experimental results show that this method is better than other methods under weak signal-
to-noise ratio (SNR). It can enhance the target while suppressing the background, and the enhancement effect is
6-30 times that of other methods. In the experiments, the input signal-to-noise ratios were 2. 78, 1. 77, 1. 79,
1.13, and 1. 16, respectively. After image processing, the background suppression factors (BSFs) are 13. 48,
21.33, 11.73, 20. 63, and 121.92, and the signal-to-noise ratio gains (GSNRs) are 40. 09, 71.37, 27.53,
12. 65, and 131, respectively. The probability of detection (Pd) of this method is also superior to other algo-
rithms. When the false alarm rates (FARs) are 5x 107, 1 x 107, 1 x 107, 1 x 107, and 7 x 10°®, the Pd val-
ues of the five sets using real sequence images are calculated to be 94. 4%, 92.2%, 91. 3%, 95. 6% and 96. 7%

respectively.

Key words: dim target detection, multi-scale grayscale difference, distance and pixel difference, local threshold
segmentation, global threshold segmentation
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Introduction

Prior knowledge of the shape, size, and texture of
dim small target is almost non-existent which limits the
development of infrared searching and tracking systems
50 In general, the background is correlated in both the
spatial and temporal domains and primarily occupies low-
frequency components in the infrared image, whereas the
target is less correlated with background and noise, and
mainly occupies high frequency components in the im-
age. When such a target is detected under the space-
based platform, the background is generally complex
with the small target typically appearing against a back-
ground of clouds or water, causing the target to become
submerged in clutter and background. In situations such
as these, it is difficult to separate the target from the com-
plex background, and the filtering process includes a
large amount of edge information. This led to the propos-
al of algorithms capable of protecting the edges while sup-
pressing the background “* | such as anisotropy (PM)
P17 and bilateral filter (BF) ; "> however, these algo-
rithms do not have the ability to separate the background
gradient and target gradient. Dim small targets are dis-
continuous with their neighboring regions in the image
and are concentrated in relatively small areas, which can
be considered as uniform and dense regions. The discon-
tinuity is essentially based on the average grayscale dif-
ference between adjacent pixels. "' Researchers pro-
posed local measurement methods to establish different
regions and surrounding regions in the image, such as
the local entropy operator "' and local mutation weight-
ed entropy, ' which can effectively measure the target
area and surrounding area. However, the difference be-
tween the measured object and the background grayscale
information did not allow the separability of the back-
ground gradient and target gradient to be improved.

Based on the above analysis, this study involved the
design of a horizontal-vertical multi-scale grayscale differ-
ence (HV-MSGD) weighted bilateral filtering (BF)
method to detect dim small targets using infrared imag-
ing. The method has the following advantages: (1) the
method measures the discontinuity between the target ar-
ea and background area by comparing the regional stan-
dard deviation to determine the size of the window; (2)
the HV-MSGD weighted operator is used to realize the ex-
pansion of the difference between the target and back-
ground area by using the size of the window to achieve
target enhancement; (3) background edge information is
suppressed in consideration of the difference between the
distance and grayscale value of each pixel in the image;

(4) the combination of global and local threshold seg-
mentation (GLTS) prevents extremely strong signals
such as those of noise and clutter to influence the target
itself, which eliminates noise elements and detects the
real target signal. In other words, HV-MSGD is com-
bined with BF to improve the separability of the target
and background gradient, thereby increasing the energy
of the target while suppressing the edge information in
the image. Experiments show that this method is superior
to other algorithms in terms of its ability to detect weak
targets.

1 Single frame detection of dim targets
1.1 Target signal enhancement—HV-MSGD

In an infrared image, the grayscale of the target pix-
els differs greatly from that of the surrounding pixels with
a large discontinuity in the luminance. This discontinuity
fundamentally determines that the nature of the average
grayscale can be obtained from the pixels adjacent to the
target. "' This led researchers to use multi-scale gray-
scale methods to quantitatively analyze images to distin-
guish the difference between the target and the surround-
ing area. *?” These methods mainly rely on image entro-
py to obtain multi-scale grayscale difference, the amount
of calculation is huge, and the effect on weak targets is
not obvious. These attempts encouraged us to develop an
improved multi-scale grayscale difference method to en-
hance the weak signals and to overcome situations in
which the thermal intensity measurements of the target
are similar to the those of the background.

Small and weak targets are concentrated in a small,
uniform and compact area, which has discontinuity with
the surroundings. Therefore, this paper designs a meth-
od to calculate this discontinuity and achieve enhance-
ment of weak targets. The standard deviation of the im-
age reflects the clutter fluctuations of the images, so the
appropriate window size can be selected to obtain the MS-

GD of the image by comparing the LG-SGD.
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Fig. 1 Standard deviation calculation module for k£ windows
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The image is traversed from top to bottom and left to
right, and the area is divided into k£ neighborhoods sur-
rounding the pixels. As shown in Fig. 1, taking £ = 3 as
an example, N,, N,and N, are three differential regions
surrounding the central pixel, and the sizes of their win-
dows are 3X3,5X 5, and 7 X 7, respectively. The
grayscale average of the kth region is expressed as:

vw—A:L 2 I(m,n) , (1)

LN, (man)eN,

where £ is the number of differential regions with values k
=1,2,3, ..., k, the set N, represents the differential re-
gion, n, represents the number of pixels in region N,
and I(m, n) represents the grayscale of pixels in the re-
gion N,. In actual operation, the sizes of windows 3, 5,
7, 9, and 11 are primarily used for calculations and se-
lections. Then the local standard deviation S, in the
kth region is as follows:

1
Sieeat, = — I(m,n) = v, ) . (2)
= /(2 (I(m.n) = vy)

N,

m,n)eN,

According to Eq. 2, for a heterogeneous region, the
local grayscale standard deviation is large when the win-
dow is small, whereas the local grayscale standard devia-
tion is small for a homogeneous region in the same win-
dow. Figure 2 shows the response of different boundaries
at different scales, with the peak response of the horizon-
tal or vertical boundary appearing in a large window. In
contrast, a strong peak response occurs at the point tar-
get in a small window, indicating that a small-scale win-
dow affects the intensity of the point target, but has no ef-
fect on the boundary. Thus, selection of a window of the
appropriate size can enhance the signal of the target. The
size of the window can be determined by comparing the
standard deviation within a region:

W = ar%'min (Slovul|7slovulz7...7 Slo«ulA) . (3)

The determined window size W, is used to obtain
the grayscale value of the predicted point by using the
HV-MSGD, and enhancement of the target area is
achieved by the difference in response between the hori-
zontal and vertical boundaries. The specific implementa-
tion is shown in Fig. 3. First, the gradient difference of
the vertical grayscale is calculated by Eqs. 1-2, after
which these two equations are used to calculate the gradi-
ent difference of the horizontal grayscale before the re-
sults with the enhanced target is obtained. The specific
calculation process is as follows:

Suoo Sa venl | R |
o fw[Z(fh —;zlfu)z e X ‘;me-)zJ
f]" .o f;m = =

i=1 i=1 i=1

=[ V6D, .-, vc/)l,,]'gz (V6D,, - lz VeD,,) =
i=1 ni=h

= HVGD (x,y) , (4)

where f},+++f... is the corresponding value of the n X n re-
gion, the horizontal grayscale value
[ VGD,, VGD,,] is obtained after the vertical gradi-

ent difference is calculated, then the final target en-

hancement value HVGD (x,y) is obtained by calculating
the horizontal grayscale gradient difference. In summa-
ry, the specific processing of this algorithm is shown in
the following module:

Algorithm: HV-MSGD

Input: original image F
Output: window size, grayscale value processed by HV-MSGD
for every pixel in F do
Set different window sizes, mainly 3, 5, 7, 9, 11
Calculate the average of the different regions by formula 1
Calculate the local standard deviation of the different regions by formula 2

Get the size of the window W, by formula 3

Calculate HV-MSGD in W, X W, _area as formula 4, which is pro-

cessed predicted value

end for
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Fig. 2 The response of different boundaries at different scales
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1.2 Background estimation—BF

Bilateral filtering can smooth the image while esti-
mating the background of the image. The filter employs
two weights: the filter coefficient ¢(x,y) determined by
the geometric spatial distance and the filter coefficient
s(x, y) determined by the difference in grayscale similari-
ty. In the sampling procedure, which considers the rela-
tionship between pixels by using the spatial distance and
grayscale similarity difference, the two coefficients are
expressed as follows :

@)

c(x,y) —e i , (5)
S (Em) -/ )
s (x,y) =e ad . (6)



516 AP/ NI Qb A 39 %
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vertical grayscle gradient difference

Fig. 3 calculate the HV-MSGD weighting operator
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The weight coefficient is composed of the two:
wawy) = e () s (v) . (D

where o, and o are the bandwidth coefficients of the two
filter coefficients, f(«_f, 17) is grayscale gray of the N X N
region of f'(x,y), then the background estimation h(x, y)
can be obtained:

hxy) = (2w, (ey) ™" D f () wy (xy). (8)
NxN Nx N
Subtracting the result of the background estimation
from the original image, the background suppression im-
age out (x, y) is obtained as follows:

out (x,y) =f(x,y) = h(xy) . (9)

where the out (x, y) is the final background suppression

image. It is worth noting that the image needs to be nor-
malized during the calculation process. Then the candi-
date target is extracted by GLTS.
1.3 Threshold segmentation
The target and its background are discontinu-
ous' ™. The image Img,,, is processed by HV-MSGD
weighted BF, which enlarges the discontinuity between
the target region and the background region. This meth-
od successfully enhances the target, and restrains the
background clutter and noise effectively. The overall pro-
cess to detect a dim small target is illustrated in Fig. 4.
The threshold segmentation process adopts a method
that combines global and local threshold segmentation to
determine dim small targets. The global threshold seg-
mentation is an adaptive threshold segmentation T for
the entire image and is obtained as follows :
T,=txo+m , (10)
Seg, = 1 Imgp.-o(l.,]') > T, G
0 Img,(ij)<T,
where o is the standard deviation of the image, m is the
average of the image, and ¢ is an odd number greater
than 3. Then we can get the image Seg of global thresh-
old segmentation by Eq. 11. Img, (,/) is the grayscale
value of the image processed by HV-MSGD weighted BF

horizontal grayscale gradient difference

at point (z,7). Local threshold segmentation divides the
image into N X N regions and calculates the ith segmen-
tation threshold value T; for different regions respective-
ly, using Eq. 12:

T,=tXao,+m, , (12)

1 Img,, (ij) > T,

1
0 Img,,(ij) < T, » (13)

Seg, =

where o, is the standard deviation of the ith partition re-
gion, 1=1,2,3, -=-, N X N, and m;, is the average of the
ith partition region. Then we can get the image Seg; of lo-
cal threshold segmentation by Eq. 13. The algorithm is
designed to detect an entire single-frame containing a
small target is described in the following module. The
two equations use the same threshold ¢.

Seg = Seg;*Seg; . (14)

Algorithm : threshold segmentation
Input: image P processed by HV-MSGD and BF

Output: image processed by threshold segmentation
Calculate the global threshold according to Eq. 10
for every pixel in p do
Divide the image into N X N regions
Calculate the local threshold T, for every region according to Eq. 12
end for
Segment the image according to global and local thresholds by Eq. 14 to

obtain the final image H

2 Trajectory detection

On the basis of the procedure for single-frame detec-
tion described in Sec. 2, further verification of the effect
of the proposed method, combined with the improved
UPF, is conducted by predicting the target position by
the probability data association (PDA) and to finally ob-
tain the motion trajectory. According to the actual mov-
ing speed of the target, the frame rate and other factors,
setting the range of the suspected position to 10 pixels,
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Fig. 4 The detection process of the entire dim small target
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to solve the tracking accuracy. For the improved UPF,
we detect the single-frame according to Sect. 1, to obtain
the positions of suspected target points, and then esti-
mate the suspected target points probabilistically to ob-
tain the predictive value, and according to literature
we can get the final target position. For the PDA, we can
get the associated probability B, (k) by following :

e, (k
A Ee—
b(k)+ " e (k)

e, () = exp | —%[Z(k) - Z2E-1DT

i=12m), (15)

X' W[zk) - zkE-1)] }, (16)

m

b(k)= /\(277)7IX(k)I%(1 - P,P,)/P, (17)

where Z (k)= {Z] (k), Z,(k),---, Z, (k) ,} represents all

valid measurement sets that fall within the target tracking
gate at time k, m, represents the number of effective mea-
surement at time k, X (k) is covariance matrix, P, is the
detection probability with a value of 1, P is the thresh-
old probability with a value of 0. 97. The steps of the pro-
cess are shown in Fig. 5 and the specific algorithm is de-
scribed in Algorithm 3:

3 Analysis of experimental results

3.1 Experimental environment and images

The effectiveness of the infrared dim small target
detection algorithm based on HV-MSGD weighted BF
was verified by using five sets of real infrared image se-
quences for experimental comparison. The operating en-
vironment of this experiment is MATLAB2014b on a
Windows 10 (64-bit) system with 2. 5 GHz CPU, an In-
tel Core i5 processor, and 8 GB memory. The parame-
ters used in the experiment were ¢,=0.8, o =0.3,
t = 3. The choice of these three parameters needs to be
determined according to the images in different scenes.
o, controls the spatial distance, when the value is
large, the effective spatial range is larger, and the edge
points can also obtain larger weights, and the denoising

Target

Global Threshold
Segmentation

Target

|Lobal Threshold
Segmentation

Target

Algorithm: Trajectory detection

Input: image sequence processed by single frame detection as Sect. 1
Output: motion trajectory

Setting parameters: process noise N , measurement noise N, , covari-

-
ance matrix X, target initial state
for each image in the sequence do
Detect the single—frame according to Sect. 1, to obtain the positions
of suspected target points
Estimate the suspected target points probabilistically using PDA to
obtain the predictive value
Calculate the final target position using UPF based on the predictive
value
end for

Plot the target positions of the image sequence to obtain the trajectory

Set Initial
Parameters

l

Single Frame
Detection

Detection
Points

Predictive
UPF ‘ Value

Trajectory

Fig. 5 Flow chart of trajectory detection
El5 BB ERNR 28

effect is obvious. o controls the grayscale change in the
image. The larger grayscale difference, the higher the
weight value can be obtained, but the small edge will be
affected, and there is no good edge-preserving effect. t
mainly affects the result of threshold segmentation.



518 EANP/ RS IR 3 S 3 o 39 &

When ¢ is too small, the false alarm rate will increase.
When the value is too large, the true target may be re-
moved, resulting in a missed alarm. Therefore, it is
necessary to select according to actual conditions. In
this manuscript, these three values are obtained by ex-
periment based on the specific image. Figure 6 shows
the results of processing five random images by our meth-
od, where (a) is the input image, (b) is the 3D view of
the input image, (c¢) is the image processed by HV-MS-
GD weighted BF, (d) is the 3D image processed by HV-
MSGD weighted BF, (e) is the processed threshold seg-
mentation image, and (f) is the 3D threshold segmenta-
tion image. The results in Fig. 6 show that the back-
ground is obviously suppressed by our method, and the
target is strongly enhanced. Even against a background
with strong edges, the target is well detected and the
threshold segmentation is excellent. In addition, in the
experiment, we compared the ability of BF, > TDLMS,
PM, " LCM, * NWIE, **and our method to detect the
target. The resultant images shown in Fig. 7, which
shows that the background signal remains strong after

processing by the other algorithms, but is significantly
suppressed by our method.
3.2 Evaluation method

The performance of these methods was compared by
using three indicators, i. e., the gain of the signal-to-
noise ratio (GSNR) , background suppression factor
(BSF) , and receiver operating characteristic (ROC)
curve for the quantitative evaluation of the background
suppression and target detection performance. The indi-
cators are defined as follows :

GSNR = SNR,, (18)
~ SNR, ’
.
BSF = —" , (19)
a-uut
target - rac 'n)uml
SNR = w , (20)
g

noise

where SNR,, and SNR,, are the local SNR of the target

before and after background suppression, o, and o

out
are
the standard deviations of the local background area of

out

Target
/

0
0.
0.
0.

s
WS OhIooe—

=)
=3

[

OO
D ohoronoo—

s

Fig. 6 the results of five images that processed by our method, (a) is the input image, (b) is the 3D view of the input image, (c) is the
image processed by HV-MSGD, (d) is a 3D image processed by HV-MSGD, (e) is a threshold segmentation image processed by (c),

(f) is a 3D threshold segmentation image processed by (c)

K6 Zad AR SCHEH 7 AL RS 1 S TR IS 25 R (a) 2 ARMZ , (b) 24 AR =4E0 R, (c) /2203 HV-MSGD 4 H )5 (1 14,
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(a)

(b)

(©)

(d)

the target before and after background suppression,
Mg Uy oma are grayscale peak value of the target
and background areas, and o, is the standard devia-
tion of the local background area.

The evaluation index (Eqs. 18-19) was used to
compute BSF and GSNR of the image shown in Fig. 7,
and the results are listed in Table 1. The BSF and GSNR
results of the images processed by our method are superi-
or to those obtained by other methods. The SNR values
used as input were 2. 78, 1.77, 1.79, 1. 13 and 1. 16,
respectively. After image processing, the BSF values
were 13.48, 21.33, 11.73, 20.63, and 121.92, and
the GSNR values were 40.09, 71.37, 27.53, 12.65,
and 131, respectively.

The ROC curve describes the mutual constraint rela-
tionship between the probability of detection (Pd) and
the false alarm rate (FAR). The value of Pd for different
values of FAR can be obtained by changing the detection
threshold ¢ in Eqs. 10 and 12, where P, and P, are the

values of Pd and FAR, calculated as follows :
P _ Nlarge! (21 )
d — T ’

target

Fig.7 Background suppression results of different algorithms in different scenarios (a) original image, (b) BF filtering result, (c)
TDLMS filtering result in literature 15, (d) PM filtering result, (¢) LCM filtering result of in literature 24, (f) NWIE, (g) filter-
ing result of our method

K7 fEARR ST ARAEHV-MSGD
25 (g) HV-MSGD 4%

25 (a) R A B, (b)BF455R, (¢)TDLMS 2558, (d)PM 4558, (e )LCM 454, (f) NWIE

N,
pixel ’ (22)

sz T

pixel

where N, is the number of detected targets, T, is the
number of actual targets, N, is the number of pixels of
the false target, and 7', is the number of all pixel points
in the detection images.

Based on the description of ROC, the ROC values
of the five sequences are plotted in Fig. 8, which clearly
shows that the values of Pd obtained using our method
are more accurate than those obtained with the other algo-

rithms. Five sets of images that formed real sequences
were processed using FARs of 5x 107, 1x 107, 1Xx
1073, 1x107°, and 7% 10°° to obtain Pd values of

94. 4%, 92.2%, 91.3%, 95. 6%, and 96. 7%, respec-
tively. In addition, we compared the average values of
BSF and GSNR for these five sequences obtained with
the different algorithms, and present the results in Table
2. The five sequences contain 75, 90, 65, 90 and 90
images, respectively. Sequence 1 is on thick cloud back-
ground, sequence 2 is on bright cloud background, se-
quence 3 is on bright edge background, and sequence 4
is on blocky cloud background, and sequence 5 is on
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Table 1 BSF and GSNR of different five images processed by different methods
x1 ZPAEFELEER BSFF GSNR
Input BF TDLMS PM
Image
SNR,, o, BSF GSNR BSF GSNR BSF GSNR
Image 1 2.78 30. 05 2.15 6. 56 8. 19 8.5 1.73 3.26
Image 2 1.77 42.87 4.08 13.12 18.72 7.98 1.33 3.12
Image 3 1.79 59.95 1.82 4.33 6.37 4.57 1.77 4.33
Image 4 1. 13 36.73 1.38 8. 19 11.77 4.92 0. 69 1.5
Image 5 1. 16 29.26 7.1 20. 89 31. 46 14.24 2.56 7.12
LCM NWIE Our method
Image
BSF GSNR BSF GSNR BSF GSNR
Image 1 2.63 7.7 4.55 1.59 13.48 40. 99
Image 2 2.63 8. 89 4.43 18.94 21.33 71.37
Image 3 1.61 2.98 2.72 16. 98 11.73 27.53
Image 4 1.09 1.92 8. 46 7.82 20. 63 12. 65
Image 5 4.41 4.59 21.52 21.32 121.92 131

bright and thick cloud background. In the experiment,
the average SNRs were 2.23, 0.56, 1.21, 2.09, and
1. 17, respectively. After using our method for image
processing, the average BSFs were 5. 38, 5.46, 14.71,
23.26, and 7. 47, and the GSNRs were 33.97, 15. 64,
55.18, 81.8, and 47. 51, respectively. The area under
curve (AUC) is defined as the area enclosed by the coor-
dinate axis under the ROC curve. Because the AUC can
intuitively characterize the superiority or inferiority of
each algorithm, we calculated the AUC of five sequences
using different algorithms. These results are provided in
Table 3. Moreover, we further verified the effectiveness
of our method by using the trajectory detection algorithm
mentioned in Sect. 2 to compute the trajectory. Figures
9-10 show the trajectory image and bias pixels, which
are within two pixels. The conclusion that can be made

achieve high probabilities of detection as well as low false
alarm rates for different target movements.

4 Conclusions

This study investigated the problem associated with
detecting small targets that are weak infrared emitters.
Our efforts mainly focused on increasing the discontinuity
between the target region and the background region by
using HV-MSGD, which improved the separability of the
target from the background. In addition, background
edge information was suppressed by BF, and the target
was finally extracted by the GLTS algorithm. A compari-
son of the results with those of other methods on five im-
ages showed that our method is superior to other methods
in both GSNR and BSF, and the enhancement effect is 6~
30 times that of the other methods. In addition, compari-

from Figs. 9-10 are that the proposed method can son of the average GSNR and BSF of five sequences that
1 ROC-1 1 ROC-2 \ | ROC-3
0.9+ 0.9}
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Fig.8 ROC of the five sequences
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Table 2 the average of BSF and GSNR for five sequences
£2 FAAFFIAIBSF# GSNR ) FEH1E
Input BF TDLMS PM
IMAGE Frame number — — P —_ [ J— P
T SNR;, BSF GSNR BSF GSNR BSF GSNR
Seq 1 75 25.72 2.23 3.13 4.36 1.01 3.58 3.1 2.31
Seq 2 90 8.36 0.56 1.22 5.72 2.42 5.12 1.28 4.56
Seq 3 65 6 1.21 9.3 10. 68 2.55 8.24 6. 16 7.37
Seq 4 90 32.78 2.09 2.64 9.49 5.71 7.61 1.19 4.01
Seq 5 90 11.53 1.17 1.07 6.77 1.2 4.86 1.95 3.89
Average - 17.22 1. 44 3.12 7.32 2. 64 5.82 2.51 4.33
IMAGE Frame number - LCM . - NWIE . —Our method .
BSF GSNR BSF GSNR BSF GSNR
Seq 1 75 3.1 1.27 1.98 6. 04 5.38 33.97
Seq 2 90 1.01 2.02 2.40 9.42 5.46 15. 64
Seq 3 65 4.76 3.13 1.34 13.73 14.71 55.18
Seq 4 90 1.17 7.94 3.17 10. 25 23.26 81.8
Seq 5 90 2.94 1. 61 1.74 13.1 7.47 47.51
Average - 2.45 3.27 2.13 10.51 11.26 36. 47
Table 3 AUC of five sequences in different algorithms
£3 INFIEREEETHAUC
Seq 1 Seq2 Seq 3 Seq 4 Seq 5 Average
Pa SNR,, =223 SNR;, = 0.56 SNR;, = 1.21 SNR,, = 2.09 SNR,, = 1.17 SNR,, = 1.44
BF 0. 9200 0.9470 0. 8704 0.9253 0. 9525 0. 9230
TDLMS 0.7202 0.7427 0.4342 0. 4765 0.9334 0.6614
LCM 0.6374 0. 8439 0.2871 0. 9056 0.6738 0. 6696
PM 0. 5551 0. 7645 0.3061 0. 8577 0. 6338 0. 6234
NWIE 0. 8477 0.9167 0.5578 0.8614 0.9507 0. 8269
Our method 0.9320 0.9577 0. 9349 0.9847 0.9761 0.9571
Fig.9 Track of five sequences
Ko HAFHIEGEE
include a total of 410 images also confirmed our method Counting the probability of detection of the five sequenc-

to be 5-12 times more effective than other methods. es also indicated our method to be significantly more ac-
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Fig.10 Histograms of detected bias pixels obtained by using our method (a) histograms of horizontal detected bias pixels of five se-
quences, (b) histograms of vertical detected bias pixels of five sequences
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curate than other methods, with SNR, = 1.44 and the av-

erage detection probability of our algorithms of 95. 71%.
The method proposed in this paper has a good effect on
the image with obvious grayscale fluctuation in adjacent
regions. For images with small fluctuations, the method
of this paper needs further improvement. In future re-
search, we plan to develop a more effective detection al-
gorithm for multi-target complex background and occlu-
sion based on the single-frame detection method pro-
posed in this paper.
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