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A SIM IL ARITY MEASUREMENT FOR
AFFINE INVARIANCE RETRIEVAL BASED
ON SYNERGETIC NEURAL NETS( SNN) 3
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Abstract 　A new concept of control parameter , order vector , based on SNN wasproposed. More specifically , i ts associate

propertiesfor image retrieval was studied. Based on theproper ties, an effi cient element2based affi ne invariance similari ty
measurement wasproposed for retrieval of trademark images. The experiments indicate t hat the retrieval method isgood in

against noisy andoccluded images, and the method has affi ne invariance in translated , rotated and scaled images.
Key words　Image retrieval , Similarity measurement , Affi ne invariance , synergetic neural net (SNN) .

基于协同神经网络的仿射不变性检索相似性度量方法 3
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摘要 　根据协同神经网络 ,提出 了一 种新 的控 制参 数 ———序矢量 ,并着重 研究了其在 图像检索方 面的相关性 质.在 此
基础上 ,针对 商标 图像 检索 ,提出了一种高效的基于元素的仿射不变性度量 方法. 实验表明 ,该检索 算法抗噪 、抗缺损
能力强 ,同时 对于 平移 、旋转 、缩 放具 有不 变性 .

关键词 　图像检索 ,相似性度量 ,仿射不变性 ,协同神经网络.

Introduction

A visual keywords2driven image retrieval ap2
proach has been proposed in our previous works[ 1 ,2] .

The approach hasmany advantages such as robustness

in against noise and occl usion aff ine invariant , as well

as good scalabil it y. To yield good performance , oneof

the key issues of our approach on ret rieval is the de2
sign of a suitable si milarity function within the theo2
retical f ramework of synergetic neural nets(SNN) . In

this paper we develop a formal foundation which al2
lows us to construct a similarit y f unct ion for SNN2
based image ret rieval using the concept of visual key2
words.

1 　Contr ol parameters in SNN

1 　SNN

Synerget ics i s an interdi sciplinary f iel d of re2
search that is concerned with the spontaneous forma2
tion of macroscopic spatial , temporal , or functional

st ructures of systems via self2organization[ 3 ] . Haken

suggests[ 4] that there are large classes of system in

which self2organization obeys the same basic princi2
ples. For a test pat tern q , it can be const ructed by a

dynamics, which pull s the test pat tern via i ntermedi2

ate state q (t) into oneof theprototype pat ternsνk :

E= - 1
2

6
p

k = 1
λk(v

+
k ·q) 2 +

1
4
B 6

p

k ≠k’
(v +

k ·q) 2 (v +
k’·q) 2 + 1

4
C(q + q) 2 , (1)

where E i spotential f unction , p i s the number of the

prototypes, B and C are constants andλ= [λ1 ,λ2 ,

⋯,λp ] is a vector of constants labeled attention pa2
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1. 2　Adjoint vector s

In Equation ( 1 ) , ν+
k i s called adjoint vector ,

which obeys the orthonomalit y relations:

(ν+
k ·νi) =δki , (2)

whereδki is the Kronecker delta function.

Lemma 1. The mat ri x V + = [ (ν+
1 ) ′(ν+

2 )′⋯

(ν+
p )′]′is the generalized i nversemat rix to the mat ri x

V = [ν1ν2 ⋯νp ] if ν1 ,ν2 , ⋯,νp is li nearly inde2
pendent .

1. 3　Or der parameter s

When a system is cont rolled by a set of control

parameters , at specif ic valuesof thoseparameters, the

system may undergo qualitat ive macroscopic changes.

Theol d state losesits stabili ty , and in the transition ,

the dynamics are governed by a few collective vari2
ables: the order parameters

ξk =ν+
k q. (3)

Theξk’senslaveall theother variablesof the system ,

so that an enormous reduction of the degrees of f ree2
dom i sobtained.

2 　Extract ion of aff ine invar iance f eatures

Inour approach , af fi ne invariant features i n the

Fourier domain is f irst ext racted. Concretely , if

f 1 ( x , y) i s a aff ine t ransformed replica of f ( x , y)

with t ranslat ion( x0 , y0) , rotationθ0 and an uniform

scale factor a0 , then

f 1 ( x , y) = f (
xcosθ0 - ysinθ0

a0
- x0 ,

xsi nθ0 + ycosθ0

a0
- y0) .

According to the af fi ne properties of Fourier

t ransform , t ransformsof f 1 ( x , y) and f ( x , y) are

related by

F1 ( u ,ν) =
1
a20

e - j2π( ux
0
+νy

0
) ×

F(
ucosθ0 -νsinθ0

a0
,
usinθ0 +νcosθ0

a0
) .

By the normalizi ng magnitudes of F、F1 , map2
ping Euclidean coordi nates to polar coordinates via the

logarithmic function and converting the axes to loga2
, F( ,ν) F ( ,ν) f

M ( ,θ) M ( ,θ) ,

M ( ,θ) = M ( ,θ θ ) ,

the rotation and scale can be reduced to t ranslat ion i n

complex logarithmpolar coordinates. Thus, aff i ne in2
variance can be obtai ned by using Fourier t ransforms

in such space.

3 　Or der vectors

Several synerget ic models for pattern recognition

have been reported i n thepast , such as deformedpat2
ternsof handwri ting characters[ 5 ] , pose esti mation of

3D object [ 6] , voice recognition[ 7 ] . All of these models

make use of the order parameter value as the control

parameter. A major challenge in content2based re2
t rieval for trademark imagesis that we look for images

that are perceptually si milar rather than exactly the

same as requi red i n pat tern recognit ion applications.

This requireda better understandingof the i nterpreta2
tionof theorder parameter for perceptual si milarit y.

3. 1　Concept

Fi rst , we would li ke to int roduce a concept of

dot2vector product :
Def inition: we assume vector a = ( a1 , a2 , ⋯,

an) and b = ( b1 , b2 , ⋯, bn) , then the dot2vector

product of a and b is def ined as

O ( a , b) = a·b = ( a1 , a2 , ⋯, an) ·( b1 , b2 , ⋯,

bn) = ( a1b1 , a2 b2 , ⋯, anbn) ,

Thus, we int roduce a new cont rol parameter , more

specif ically cont rol vector , called Order Vector :

O (ν+
k , q) =ν+

k ·ν= (ν+
k1 q1 ,ν+

k2 q2 , ⋯,ν+
knqn) .

3. 2　Pr opert ies

Lemma 2 　All the order vector O (ν+
k , q) has

the same aff ine invariant features dist ribut ion , that

is , the same ith element oi (ν+
k , qi1) and oi (ν+

k , qi2)

represent the same aff ine invariant feature in different

order vector O (ν+
k , qi1) and O (ν+

k , qi2 ) , respec2
ti vel y.

　　Proof 　As the af f ine invariant features are based

on Fourier t ransformat ion and complex logarithm

mapping , νi j , the jth element of νi , will represent

the value of the j th af fi ne i nvariant feature in νi ,

Fi nνj |ν
i
.

F L , j ν+

f

y ν′ ν+ = 6
j

jν′
j , ν+
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rithmic scale u and 1 u i s t ransormed

into r and 1 r

1 r log r - loga0 - 0

rom emma 1 the adoint vectors k can be

represented as linear superposit ion o the t ransposed

visual ke words k : k ak that is k is the



l inear combinations of visual keywords, thus νki im2

plies the propert ies of Finν
i |ν+

k
, which al so i nterprets

that ν+
k has the same element representat ion asνk .

As O (ν+
k , q) =ν+

k ·q , oi (ν+
k , qi2) will deep the

i th element properties of ν+
k and q , and i t represents

Fi nνi | O (ν+
k
, q

i 1
) . As the transformation remain the same

to any order vector , oi (ν+
k , qi1) and oi (ν+

k , qi2) will

represent the different val ues of the same features i n

different order vectors, that is, Fi nνi | O (ν+
k
, q

i1
) and Finν

i

| O(ν+
k
, q

i2
) , respectively.

Theorem 1 　Each order vector O (ν+
k , q) con2

sists of two part : one is it s positive part Opos and the

other part i sthe negati vepart Oneg , where Opos , Oneg

represent the similar and di ssimilar part of the two

images ,νk and q respectively.

Proof 　The SNN consi dered the prototypes as a

whole[ 2] . ν+
k extracts the signif icant features of νk a2

part f rom other prototypes, that is , the similarity de2
gree of νk and q is replaced by that of ν+

k and q. For

a given query q , as ν+
k = 6

j
akjν′j , the order vector

can be writ ten as

O (ν+
k , q) =ν+

k ·q = akkν′k·q + 6
j ≠k

akjν′j·q. (4)

If in the i th element , qi has the same sign with

νki , f rom Lemma 2 and akk > 0[ 2 ] , we can know in

the ith aff i ne invariance feature , qi has the same

properties withνki , which may cause the fi rst term of

equat ion ( 4 ) posi tive. Moreover , if O i > 0 , that

means akkν′ki ×qi > - 6
i ≠k

akiν′i i ×qi , which implies

the similarity degree i n i th feature between q andνk

will be greater than that between q and all other pro2
totypes properties νi . Otherwi se if oi < 0 , the ith

property of q is dissi milar withνk .

Therefore , we can divideorder vector O (ν+
k , q)

into two parts: one i s i ts positive part Opos = { O i | O i

> 0} and the other part i s the negative part Oneg =

{ O i| O i < 0} , which represents the similar and di s2
similar part of the two images, respect ively.

4 　Construct ion of Similar ity Measure

　S y

T f

y

only on total but al so part ial shape similarit y of the

images i n the database. In such cases , one shoul dpay

more at tent ionson the similarities than on the differ2
ences. Therefore , si milarit y measurement shoul d

mainly ref lect the degree of likeness between two im2
ages.

Based on Theorem 1 , we can know the positive

part Opos of theorder vector describes the similarity of

two images, which is j ust the i nterested part when

human judge the similarit y of two images. Thus, for

a given query q , we const ruct a similarit y measure2
ment S (νk , q) for each prototype νk by only using

Opos :

S(νk , q) = 6
i
O i (νk , q) . 　O i > 0

4. 2 　Similar ity threshold

From Theorem 1 , theelementsof theorder vec2
tor are associated with the af f ine i nvariance features.

In fact , except the similar and dissi milar parts, there

stil l exists another part : quasi2zeros part Ozero = { Oi |

O i < δ} , where δ is a small positive constant .

Some of O zero are caused by the quantization error ,

and theothers are caused by small val ue of Finν
i in ei2

therνk or q. For both cases we would neglect such

small values which cont ribute insignif icantly or even

donot harm to the perception of si milarit y , so we re2
def ine more usef ul order vector with a thresholdδas:

Oδ( a , b) = { Oδ
i ( a , b) , i = 1 , ⋯, m} ,

where Oδ
i ( a , b) =

aibi i f ai bi >δ

0 , otherwise
Thus we can def ine the similarit y function based

only on the signif icant si milar components within the

order vector :

Sδ(νk , q) = 6
i

Oδ
i (ν+

k , q) (5)

4. 3　Normal izat ion

In i mage retrieval , similarity ranking is an im2
portant factor to help determining the degree of si mi2
larit y among the ret rievedpatterns with all the images

in database D img . Based on the similarit y measure ,

wecan know the similar degree betweenνk and all the

image qi in D img . However , the similarity vector

Sδ(ν , q) = { Sδ (ν , q) , = , ⋯, }

f q

y ν , = , ⋯, If Sδ(ν , q) > Sδ(ν , q) ,
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4. 1 imilar it measur ement

he aim o image ret rieval as compared to i mage

recognition is that image retrieval s stemsi nterest not

k k k 1 p implies the

percentageo the image similar with theeach visual

ke work k k 1 p. 1 2



i t can be sure that q is much similar withν1 thanν2 ,

and vice visa. But if Sδ (ν1 , q1 ) > Sδ (ν1 , q2) , as

6
p

k = 1

Sδ(νk , q1) ≠ 6
p

k = 1

Sδ(νk , q2) , i t is diff icult for us

to tell whether query q1 or q2 i s more likeν1. In or2
der to compare those similarity val ues, it is necessary

to normalize all the S
δ(νk , q) on a same level :

SNδ (νk , q) =
Sδ(νk , q)

6
p

k =1

S
δ(νk , q)

. (6)

5 　Exper imental result s

5. 1　Database

To test the performance of the novel si milarity

measurement , we investigated a database with 131

t rademark images. Each image is 64 ×64 sizeand 256

gray levels

5. 2　Visual keywor ds2based retr ieval system

Image ret rieval of ten deal s with a large2scale
database. Neural network applied for image retrieval

has its advantages in against noi sy and occluded im2
ages, but the sizeof neural network may be increased

greatl y as the new prototypes add. Ordinarily , geo2
metric graphs, such as circle , square , t riangle , and so

on ( shown in Fig. 1) , exi st in most t rademark im2
ages, and we i nt roduced such geomet ric graphs as the

visual keywords for i mage ret rieval . From our previ2
ous experi ments, SNN can recognizepartial af f ine im2
ages, so we can extend this capabilit y to using visual

keywords as prototypes to search for t rademark im2
ages which consist of such visual keywords[ 1 ,2 ] .

5. 3　Bull ret r ieval by human

As the similarity rank is subject to human per2
ception , here we adopted the standard test patterns

and retrieval results f rom A. K.Jai n’s work[ 8 ] . The

t rademarks shown in Fig. 2 are topmost ret rieved

t rademark images by f ive human subjects for the bull

template. We combi ned the 10 images shown in Fig.

2 into our existi ng t rademark image database , which

may give usmoreconvictive experiment results.

F 　V K y

图 　视觉关键词
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Fig. 2　Topmost retrieval trademark images by human subjects

图 2 　测试者检索率最高的商标图

Fig. 3 　Database retrieval resul ts (a) an affi ne transformed bull image , (b) top220 ret rieval resul ts

图 3 　数据库检索结果 　(a) 经过仿射变换的公牛图 　(b) 列前 20位检索结果

5. 4　Retr ieval based on keywords

Here we would li ke to choose any image of Fi g.

2 , square and t riangle as the visual keywork proto2
t ypes(seen in the col umn 1 of Table 1) to t rain the

SNN , and then evaluate the similarity value of each

image i n database upon the proposed element2based
similarity measure.

5. 5　Af f ine invar iance retr ieval

To test our ment ioned aff ine invariance proper2
ties, we translated , scaled and rotated any one of

these ten images as one of the vi sual keywork images

to test the ret rieval property of the proposed method.

　　In the case of the query on a bull image( Fig. 3a) ,

the system extracts all the other i mages of a bullhead

found in the database. These are the bull head imagesre2
trieved i n the 2nd ,3nd ,4t h ,6t h ,11th ,13th ,and 18t h places.

Additionally , except for the bullhead images, almost all

other retrieved images are also partly like affine t rans2
formed version of the bull’s horn structure in the query

image. More retrieval resultswill be madeavailable in the

final paper.

6 　Conclusions

Theproposal highlight is the development of an

order vector based similarity measure for i mage re2
y W

j f ff f ,

f 2

tor , aff ine invariance retrieval of images can be

achieved. The approach gives good ret rieval perfor2
manceand ignores the unexpected inf luencecaused by

dissi milar and irrelevant features, and noise. Further

experimental results will be shown in the fi nal paper .
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