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A SIMILARITY MEASUREMENT FOR
AFFINE INVARIANCE RETRIEVAL BASED

ON SY NERGETIC NEURAL NETS SNN) °
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Absract A new concept of control parameter, order vector , based on SNN wasproposed. More pecifically , its associate
propertiesfor image retrieval was studied. Basd on the properties, an d€fident d ementbased &fine invariance smilarity
measurement was proposed for retrieval of trademark images. The experiments indicate that the retrievd method isgood in

againg noisy and occluded images, and the method has affineinvariancein trandated , rotated and scded images.
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Introduction

A visud keywordsdriven image retrievd ap-
proach has been proposed in our previous works* 2,
The gpproach has many advantages such as robud ness
in against noise and occ uson &ffine invariant , as wel
as good scdability. To yidd good performarnce, one of
the key issues of our gpproach on retrievd is the de
sign of a qiitable dmilarity function within the theo-
reticd framework of synergetic neurd nets(SNN). In
this pgoer we dewvelop aformd foundation which d-
lows us to construct a similarity function for SNN-
based i mage retrievd using the concept o visud key-
words.

1 0Contrad parameters in SNN

1. 1 OSNN

*00000000(@00 69772002) 0000
000000 200202-26,0 000000 200203-20

Synergetics is an interd iplinary fidd of re
search tha is concerned with the poontaneous formar
tion o macroopic Patid , temporal, or functional
Haken

suggests[‘” that there are large dasses of system in

structures of sygems via sf-organization®l.

which sdf-organization obeys the same basic princ-
ples. For ated pattern q, it can be constructed by a
dynamics, which pullsthe ted pattern viaintermed-

ate state q(t) into oneof the prototype patternsv y :

E=- 2 v a2+
B9 (i 9%+ ClaTa?, (O
where E ispotential f unction, pisthe number o the
prototypes, B and C are ongantsandA =[A; A5,
O plisa vedor o constants labeled attention par
rameters.

*The project Supported by Nationd Natural Sdence Fund of China
(No.69772002)
Recd ved 2002- 02-26 ,revised 2002-03-20
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1. 20Adjoint vectars

In Equaion (1) ,v« is cdled adoint vector ,
which obeys the orthonomality reations:

Vv =0y, (2)
whered y; is the Kronecker delta function.

Lemmal. The marix V' =[(V{)' (V5) O
v ) ]'isthe generdized i nverse matrix to the matrix

V=,V ]ifvyy,, OV islinearly inde
pendent.
1.300rde parameters

When a system is controlled by a st o control
parameters , at ecific vduesd thos parameters, the
sysem may undergo quditaive macroscopic changes.
The ol d state losesits stability , and in the transition ,
the dynamics are governed by a few collective vari-
ables: the order parameters

Ec=Via. (3)
The& ' senslave all the other variablesof the system,
2 that an enormous reduction o the degrees of free
dom i sobtained.

2 UExtraction of affine invariancefeatures

Inour approach , afine invariant featuresin the
Fourier doman is first extracted. ncretely, if
f1(x,y) isa dfine trandormed replicaof f ( x, y)
with trandaion( xq, yg) , rotaion8 , and an uniform
scale factor ay , then

xco$, - ysmd
filx,y) =f( 2

x9rfg+ y(Dﬁo
aQ

Acording to the afine properties of Fourier

- Xo,

- Yo) -

trandorm, trandormsof f,(x,y) and f(x,y) are
rdated by

F(uv) = lze- J2M (W vy o
ao

wod o-Vdly udim g+ oodg

F( ® , 2 ).

By the normdizing magnitudes of FOF., mep-

ping Eudidean coord nates to polar coordinates via the
logarithmic function and converting the axes to loga-
rithmic scale, F(u,vV) and Fi(u\V) istrandormed
into M(r8) and M1(r8),

M1(r8) = M(ogr - loga 8 -8) ,

the rotation and scde can be reduced to translationin
complex logarithm polar coordinates. Thus, afinein-
variance can be obtaned by using Fourier tranforms
in such ace.

3 UOr der vectors

Several synergetic modds for pattern recognition
have been reported inthepad , suich as deformed pat-
ternsof handwriting characters®! | pos esti mation o
3D object[G] , voice recognitionm. All of these mocels
make use of the order parameter vdue as the control
parameter. A mgor chdlenge in content-baed re-
trievd for trademark imagesis that we look for images
that are perceptually smilar rather than exactly the
same as reguired in pattern recognition gopplications.
Thisrequired a better underganding of theinterpreta
tionof theorder parameter for perceptud 9 milarity.
3. 1 Concept

Frst, we would like to introduce a concept of
dot-vector product :

Definition: we assume vector a = (&, az, O,
a,) and b=(by,b,, O,b,) , then the dot-vector
product of aand bisdefined as

O(a,b=a b=(ar,a, 0, an- (b1,b2, 0,
bn) =(a1b1,a2b2,D,anbn) ,

Thus, we introduce a new @ntrol parameter, more
specificdly control vector , called Order Vector :

OV y,g) =ViV=0amuViek, OVina.
3.20Properties

Lemma 2 OAIl the order vector O (V i , q) has

the same &ffine invariant feaures distribution, tha
is, the ssmeithdement o; (v i ,qy) and o (v & , gp)
represent the same dfine invariant feature in dfferent
order vector O(V ¢, g1) and O (V « , gi2) , regec
tivdy.
0 OProof OAsthe dfine invariant features are based
on Fourier trandormation and complex logarithm
mgpping, vV, the jth dement o vV, will represent
the value of the jth &fine invariant feature inv;,
Rl .

From Lemma 1, the adoint vectorsV x can be
represented as linear superpodtion of the trangposed
visud keywordsv' v i = Day, tha isv | isthe

]
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linear combinations of visud keywords, thusv , im-
plies the properties of Fi [v " which d 9 interprets

thatV ¢ hasthe same element representation asV .

AsOWV ;.9 =V¢-g,0(V ¢, gy Will desp the
ith dement propertiesdf v i and ¢, and it represents
A op " .4, Asthe trandormation remain the same
to any order vector, o, (Vv ¢ ,q4) and o, (v ¢ , gip) will
represent the dfferent vd ues of the same feauresin
different order vectors, that is, F"|ow: q and F"
| ow /. q, , repectivey.

Theorem 1 OEach order vector O(V ¢ , q) con-
sistsd two part: oneisits postive part O™ and the
other part i sthe negative part O™, where OP*, O™
represent the smilar and dsdmilar part of the two
images ,V ¢ and q reectivey.

Proof [1 The SNN cond dered the prototypes as a
whole'? . v | extractsthe dgnificant features of v  a
part from other prototypes, that is, the smilarity de-
gree o vV and qisreplaced by that of V i and q. For
agiven query q, asv ; = jzak;\)'j, the order vector
can be written as

OV i ,q) =Vi-qg=a¥ q+j§aky'j- q. (4

If in the ith element , g hasthe same sgn with
Vi, fromLemma 2 and aq > 0!, we can know in
the ith afine invariance feature, g has the same
properties withV \; , which may cause thefirg term of
equation (4) postive. Moreover, if O; > 0, that
means ay ' X ¢ > - i¢Eklakiv’” x g, which implies
the dmilarity degree in ith feaure between q andV
will be greater than that between g and dl other pro-
Othewise if o < 0, the ith
property of qisdissmilar withV .

totypes properties V ;.

Therefore , we can divide order vector OV & , )
into two parts: oneisits podtive part O ={ O;| O;
>0} and the other part is the negative part O™? =
{ Oj| Oi <0}, which represents the dmilar and ds
similar part of the two images, regpectively.

4 [1Condruction of Similar ity Measure

4.10Smilarity measur ement
The am of image retrieval as compared to i mage
recognition isthat image retrievd sysemsinterest not

only on totd but d 9 partid shgpe similarity of the
images i n the database. In such cases, one shou d pay
more atentionson the smilarities than on the differ-
ences. Theefore, dmilarity measurement shoud
mainly reflect the degree o likeness between two inr
ages.

Based on Theorem 1, we can know the positive
part OP*of the order vector describes the amilarity of
two images, which isjust the interested part when
human judge the similarity of two images. Thus, for
a gven query g, we construct a similarity measure-
ment S(V, q for each prototype V « by only using
ors:

SV .4 = 201V, 9. 00, >0
4.2 Smilarity threshold

From Theorem 1, the elementsof theorder vec-
tor are asociated with the affine invariance features.
Infact , except the smilar and diss milar parts, there
still exists arother part : quas-zeros part O*° ={ Q|

O; <0}, where 0 is a small positive cngant.
Sme of O**° are caused by the quantization error ,
and the others are caused by small vaue of FIV in d-
therV (or q. For both cases we would neglect such
smdl values which contribute insgnificantly or even
donot harm to the perception of dmilarity, o we re-
define more usd U order vector with a thresholdd as:

d(a,b) ={Fi(a,,i=1,0,m},
ab if abh >0
0, otherwis
Thus we can define the dmilarity function based

where O? (a,b) =

only on the significant 9 milar components within the
order vector :

S = 20 vi.9 (5)
4.3 Normalization

Inimage retrievd , dmilarity ranking is an im-
portant factor to help determining the degree of 9 mi-
larity among the retrieved patterns with dl thei mages
in database D'™. Based on the dmilarity measure,
we can know the g milar degree betweenv « and dl the
image g in D'™. However, the dmilarity vector
SWik,q) ={S WV g, k=1,0, p} implies the
percentage of the image g dmilar with the each visual
keyworkV . k=1,0,p. F L(V1,9 >S V2,0 ,
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it can be sure that g is much similar withv ; thanv ,,
and vice viss. But if $ vi1,q1) > S (V1, @), as

D p
D8viq) 2 DSV, q), itisdfficdt for us
k=1 k=1

to tell whether query qi or gzismore likev 1. Inor-
der to compare those smilarity vd wes, it is necessary

to normalize dl the S (Vi,q onasmelevd :

Sv..q
3 : (6)
>V, 9)

5 UExpe imental results

SN vy, q) =

5.1 0Database

To teg the performance of the novd smilarity
meadurement, we investigaed a database with 131
trademark i mages. Each imageis 64 x 64 dze and 256
gray levels
5.20 Visual keywords based retrieval sygem

Image retrievd dten deds with a large-sde
database. Neural network gplied for image retrievd

Tahle 1

hasits advantages in against noisy and occluded inr
ages, but the dze of neural network may be increased
grealy as the new prototypes add. Ordinarily , geo-
metric graphs, such as cirde, quare , triangle, and ©
on(shown in Fg. 1) , exid in most trademark imr
ages, and weintroduced such geometric graphs as the
visud keywords for i mage retrievd. From our previ-
ous experiments, SNN can recgnize partial efineim-
ages, 9 we can extend this cgpability to usng visud
keywords as prototypes to search for trademark inr
ages which consist of such visud keywords!* 2!,
5.30BuUll rerieval by human

Asthe dmilarity rank is subject to human per-
ception, here we adopted the sandard test patterns
The
trademarks shown in Fig. 2 are topmost retrieved

and retrieva results from A. K.Jan' s work!®l,

trademark images by five human subjects for the bull
template. We comhbined the 10 images shown in Fg.
2 into our existing trademark i mage database, which
may gve us moreconvictive experiment resuts.

200 topmost similar trademark images corresponding to visual keywords
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Fig. 3 ODatabase retrievd reaults (a) an dfine transformed bull image, (b) top-20 rerievd realts
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5.40 Retrieval based on keywords

Here we would like to choose any i mage of Fig.
2, gyuare and triangle as the visud keywork proto-
types(seen in the column 1 of Tade 1) to train the
NN, and then evaluate the smilarity value of each
image in database upon the proposed dement based
similarity measure.
5. 50Affine invariance retrieval

To test our mentioned affine invariance proper-
ties, we trandated, scded and rotaed any one of
these ten images as one of the visuad keywork images
to test the retrievd property of the proposed method.
O0Inthe cae o the query on a bul image(Fg. 3a) ,
the sygem extracts dl the other images of a hullheed
found in the database. These are the bul head i megesre
trievedin the 2,3 4" 6" 11" 13" and 18" places
Addtiordly , exapt for the bulhead images, dmog dl
other retrieved images are d® partly like &fine trans
formed verson o the bull’ s horn dructure in the query
image. More retrievd reaultswill be made avdladein the
find paper.

6 LIConclusions

The proposd highlight is the develgoment of an
order vector based dmilarity measure for image re-
trieval ud ng a synergetic neurd net. Whenit is used

in conjunction with a st of afine invariancefeatures,
and embedded within the dements of the order vec

tor , afine invariance retrievd of images can be
achieved. The gpproach gives good retrieval perfor-
mance and ignores the unexpected influence caused by
diss milar and irrelevant features, and moise. Further
experimental results will be shown in the find pgper.
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