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CONTOURS EMBELLISHMENT USING
ADAPTIVE CUBIC B-SPLINE
IN IMAGE SEGMENTATION

LI Bin HU Hai-Bo ZHUANG Tian-Ge

IDepartment of Bicmedicat Engineering . Shanghai Jiaatong University, Shanghar 200030, China?

Abstract A novel method to ger smarth contour in image regmenranon process was presented, Firat, dynamue
programmmg algurithm was adopred to process rhe least cumulanve cost matris of ohject image. and rhe optimum
contour was extracted along the direction that the cumulanve costs descend Tastest. Then the contour was
smoothened and fitted by using adaptive cubic B-splinc. which adjusrs the dizrribution ol vontrsl pomts adapuvely
according to the contour curvarure. Experiment resulrs of many unages chowed that this method could effectively
suppress tmy zigzags on contours and could produre smoepther contour curve than ather previous methods withour
losing the {ine structures of the contours at the same time.
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Introduction

The contour is a fundamemntal feature of an rm-
age. It is termed as a set of the pixels, which con-
trasl with the near pixels apparently in gray val-
ues. The contours comnsist of the regions that exist
between different objects. different areas. or dif-
ferent basic units. They are the most importamnt
features which image segmemiation depends on,
and they are also the important information source
of texture feature and the basis of shape feature
analysis,

Most previous algorithms of contour detection
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ablain objects according to the pixel gray value or
gray-relaied paramelers. In many cases. the de-
tected object contours are far from smoothness and
with many tiny abnurmal zigzags due to the noise,
quaniization error or the gradient distribution of
gray scale in images. Tt does not accurd with the
real situations of the object. and i1 will result 1n a
lot of incunveniences in subseyuent processings.
To get over these problems, it is essential to adopt
some smoothing or embellishing methed on the ob-
tained comours to make the curves approaching re-
alities, If the smoother contours can be obtained

by importing small-correcting data. the obtained
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results are acceptable in many cases, And these
will bring advantages to the subseguent process-
ingss such as the image recognition, computer vi-
sion,remote sensing and 3-D reconstruction ., etc. .

Alming at the previous discussion. we present
a subdivision algorithm for contour embellishment
by using adaptive cubic B-spline. First, we adopt a
dynamic programming (DP) algorithm to process
the object image in order to get an optimum con-
tour. then smooth and embellish the contour with
adaptive B-spline, which can adjust the distribu-
tion of control points according to the contour cur-
vature by importing small-correcting data. Experi-
ments of many images demonstrate that the

method can represent the image contours accurate-

ly.
1 Cubic B-spline in image segmentation

Here, we adopt CF continual eubic B-spline in
contour fitting. which changes smoothly and can
describe the image contour feature well in curve
analysis. For a group of control points (Ca, O,

Cx., )y the closed B-spline can be described
[1.2:

as
Pis) = EC,B“‘4(5).
n=0
C_l = C‘vﬁlu C,\. - Co1 5P e [O- J\’T:I

(1)
where B, ,ts) is the basic function of cubic B-
spline, 5 is a real number between ¢ and N. B-
spline is local, that is., for a cubic B-spline, 4
knots can determine a line section (Fig, 1). The
terminal points are the control point will only af-
fect a line section controlled by this point. The re-
lationship between the knots and the control points
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The cubic B-spline curve

PGy = O /6 — 20734 Co /6 (21

Piiy=«C

-1 (1'41 ]""2‘
(37
P iviy=«C_,—Chr+ ., —C.
when the control points are known. every 4 control
points can determine a line section. The cubic B-

spline matrix expression is

Pis — i) =%:3‘ S os 1]
—1 3 —3 1[G
3 —h 3 0 |G
— 3 f 3000
1 4 1 o {C,_,
0=s<C] 14)

when the closed curve knots are known. a matrix

can be constructed as follows.

4 ]_ O e _1 IrCu
—1 4 1 0| G _
1 0 e —1 4| Cwoy
AP0 1
AP |
. . (3
APIN—1)

By solving the above linear eguations, the
contrel points and the corresponding curve can be
obtained. It needs enough control points to de-
scribe the real contour. Because of the continuity
and the slickness. B-spline cannot describe the
curve near corners well with limited uniform con-
trol points. At some places where the curvature of
curve is -big. such as the sections near corner or an-
gley two or three coincidence control points are
adopted to approximate these line sections. On the
contrary, at the gentle sections, we can use only a
few control points to fit them. For these non-uni-
form distributed control peints, a criterian which
can adjust the distribution of these points adaptive-

ly is necessary.

2 Adaptive adjustment of the control knots
of B-spline

When B-spline is adopted to fit contours. the
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discrete points that take part in the iterative caleu-
lation correspond to the knots in B-spline., and the
control points can be obtained through the equatton
(3). To improve the algorithm's efficiency. we
take the equal-interval sampling discrete points as
the initial control points ", which determine the
koots of B-spline as the initial discrete vectors V*.
From the time =0, the iteration process is as fol-
lows.

Step 1: The control points ' are sampled in equal
interval on the obtained contour curve.

Step 2: B-spline knots are determined by these
control points, which are taken as a group of dis-
crete vectors V5,

Step 3: For the uniform distributed control points ,
a uniform B-spline p(s) is obtained. There are M
points g(i)s i=0---M—1. on the discrete curve.
We assume that the distribution function and the

local cumulative funetion of every point at the uni-

form curve are f, () =1/M and F,(i) =1§,:0f.,(z').
The redistribution of curve control points is adjust-
ed depending on the curve curvature. The points
are distributed more at the places with big curva-
ture, and less at the places with small curvature.
The distribution function of control points is di-
rectly proportional to the curvature. The function

is defined as

M—1
foi) = RG)/ T RG), (6

where ¢’ (i) is the redistributed point, and the cur-

vature £(/) is defined as

EGY=(ABGI Y = G, (Y, (7
w,b,_
S -1 1By —1 —
M) =cos EARNE S| [z,
cos=! (=7 =3y, — v ) (= 3 :
\/[(I._-Tu—l\-':‘|‘(_1r'u’}}—1]2][(1':+1‘I,)2+':J'z+1_}'-)l]
(8

where G,(¢) is Guasstan function, which makes the
variation of curvature gentle. And the cumulative
distribution function will not change suddenly at
the places where the curvature is big. The reason
why the curvature formula doesn®t be expressed as

a traditional differential form is that higher deriva-

tive for discrete points caleulation may import er-
rors. which make the curvature change acutely at
some places with big curvature. But the above e-
quation changes the curvacure gently. The cumula-
tive distribution funetion F, (: ¥ can be constructed
by using equation (A). Then the sampling trans-
form function of non-uniform control potnts for the
cutvature adjustment is

Ty = F,7M6, i€, M—1] )
Supposing sampling 1nterval is ¢+ when the interval
is equal, the control point C,=git i} €[N, N—
1], can be obtained. According to the obtamed
non-uniform sampling transform function, a group
of non-yniform control points can be gained:

Cl=g(T*0. €0, N—1] 1oy
Step 4. Adopting the changed control points C™!
to obtain a new contour. Repeat this process until
the contour curve is stable.

Through the redistribution, there are enough
control points to fit the real contour at the places
where the curvature is big. But at the places with
small curvature, the control points become sparse.
So. the distribution of B-spline control points is
adaptively adjusted by the distribution of curva-

ture.

3 Contour detection by DP method

There are many kinds of methods for detecting
the object image contour. To minimize the output
uncertainty of a medical tmage analysis system.,
taking the optimum criterions ioto account is mec-
essary. Dynamical programming (DP} is a power-
ful tool in multistage decision. Barrett and Udupa
et al. in Refs. [3]~[6] firstly used DP method in
contour detection. Their results confirmed that the
optimum method s valid in contour detection and
tracking. This paper adopts the DP method. which
can obtain the pglobal opttmum contour. This
method is robust for notsy tmages and can get con-
tinual and closed contour.

The DP algorithm in contour detection uses
the cumulative cost cum (xn. vn.? between the
starting point P,{zs. w,! anod the end point P.

(rn+ vw.) as the objective function, and the nodes
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of the initial cost matrix ¢ [M. N7 as the vari-
ables. The optimum vatue of these variables makes
the cumulative cost of end point minimum. The
madet is a kind of indeterminacy multistage deci-
slon processiotl.

DP algorithm utilizes the information of local
gradient and global contour cumulating cost to de-
tect the object contour. This is the reasan why the
algorithm can obtain the global optimum solu-
tions-> ", The algorithm includes the following
three steps:

Step 1: Calculating the initial cost matrix.
From the original image gray value matrix, which
is operated by the fuzzy threshold filter and the
gradient operator, the initial cost matrix C_AM, N
can be obtained.

Step 2: Calculating the minimal cumulative
cost matrix. According to the DP model, user
specified the starting point P, near the edge. Every
node in the matrix is initialized to a big value ex-
cept P,, which is initialized to 0. % denotes the it-
eration times., Every point is checked in each time
of iteration calculation. If there is any updated val-
ue (n the eight neighbars of a point, use the least

one to calculate the cost value of the center point

by the equation

the point (zeg1e¥e.1 0 € (ry_y - vey ) 18 a point in
the C[ M, N, and &+ 1 indicates the iteration
tumhber. This process is repeated for every itera-
tion until the system converges. At the end of the
step. we obtain the minimum cumulative matrix.
The starting powint has the global minimal energy .
and there iz a path in which the cost gradient de-
scends fastest among all possible paths between
the peint P.and P.. It is the optimum path and de-
sired connected contour between £. and £..

Step 3: Trace back along the minmmum cost
value gradient. From a specified end point 2., the
starting point P, is reached, along the path that the
minimum cumulative cost descends fastest. The
desired global optimum contour between P, and P.
is obtained.

The path of cumulative cost minimization ob-

tained by DP method is illustrated in Fig. 2.
4 Results and discussion

Figure 3 shows the experiment results ob-
tained by the presented method. It illustrates that
adopting B-spline to embellish obtained image con-
tours can smaoothen the curve and keep its feature
to the largest extension. This is very important in

computer vision and images comprehending. Espe-

Curmis (Terny Vv )=‘Jé,Jé\eﬁlz?_l_y,_l,LC(“r*+" cialty for those images with noises and dim edges,
ve ot reume (e v s {11 the contours obtained by using many other meth-
where cum (az» we) 15 the cumulated cost of the ods are {ar {rom smoothness. The situation can be
center point. ¥{x;_,. vw.,) is the neighbor set of improved obviously by the present B-spline
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Fig. 2 The minimum cumulative cost matrix obtained by DP method and tracing backward path

La) original image gray value matrix
point and *2" is the end pomi

(b} the criginal vost matrix obtained by pre-processing.
¢} cumulative cost matrix after two times iteration

*3” is the starting

(d } munimum cumulalive cost

matrix after the 1weration and tracing backward the least cumulative path to get the contour
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{e)

{f)

Fig. 3 The contour of images extracted by dynamic programming

algorithm and the results embellished by adaptive B-spline

ta) the local results of the fingerprint obtained by dynamic programming (DP?Y algorithm

embellished by adaptive B-spline algorithm

{b) the fingerprint

(c) an ultrascund image boundary ol gastric carcinoma. The contour is

detected by DP algorithm and embelhished by adaptive B-sphne methed  ¢(d) loral magmfication of the left image
{e) an MK image of the anklehone of font the contours of the talus and calcaneus extracted bv DP algarithm (£}
the results of the contours embellished by adaptive cubic B-spline
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method. This method combined with image seg-
mentation algorithms can enhance the robustness
and the noise-resistibility of the latter. Our experi-
ment indicates that the fitting effect of non-uni-
lorm distribution is better than the uniform. if the
number of control points is not changed. And the
control points number of non-uniform distribution
is less than that of the uniform distribution. if the
fitting condition is the same. So the iteration time

is saved.
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