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Abstract A method taking multi-samples as sub-modes and grouping face modes into partial intersection ones was
proposed to reduce computation and improve system extension property. In combination, the sum rule based on
Bayesian theory was used. T he face recognition experiments with the ORL and AR face databases showed that the
eigenface algorithm using multi-samples reached a high recognition rate and a reasonable time cost. Grouping face
modes makes training become a distributed computation job which reduces time cost for training and brings the
convenience of system extension when new face modes are to be added-
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Intr oduction

Human face is the most common pattern in vi-
sion. Face recognition“], which can be directly ap-
plied in many fields such as credit card, driver li-
cense, passport and personal identification, is one
of the important applications of pattern recognition
theory.

Traditional face recognition methods recognize
faces by matching geometrical featuresm, such as
the length of mouth. The recognition rate is low
because human face isn’ t a rigid object but has
complex expressions. In recent years, some new
algorithms based on whole image information have
been introduced. Elastic matchingm that is the im-
provement of templates matching has high recogni-
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tion rate but is very slow. Artificial neural nets'”

are paid attention to because of their abilities of
learning and robustness. Using algebraic features,

% is simple and easy to be realized.

eigenface'™

Making use of whole information of images,
eigenface takes image as matrix and uses eigenval-
ues of matrix and corresponding eigenvectros to
recognize faces. However, the method trained by
one sample per person has a recognition rate of
about 80% and the computation increases sharply
as the number of face modes increases. In this arti-
cle, we first introduce eigenface algorithm briefly,
then take multi-samples of a person as sub-modes
in training to get a high recognition rate; group
face modes into partial intersection ones to reduce
computation and improve system extension proper-

* The project supported by the Preliminary Research Foundation of
National Defense(No. 96.J2.4.2).
Rleceived 1998-09-07; Fevised 1998- 12417



402 NP ST O =g 19 %

ty; in combination, the sum rule based on
Bayesian theory'”
using ORL and AR face databases'® are carried out

and conclusion is drawn in Section 4.

is used. Finally, experiments

1 Eigenface

Suppose there are N images in face database
and they are represented by vectors Xi, Xz2,..., X«

(L-dimensional vectors). So face average image is
N

Xave = ﬁileXi and mean deviation images can be

written as:

X'i= Xi- Xwe i= 1,2,...,N (1)

Then covariance matric C can be computed;
1

C=XN

glx’i(x’i)? (2)

The eigenvalue K and corresponding eigenvec-
tors ux of matrix C thus can be computed. These
eigenvectors form a vector space which can repre-
sent the feature information of face images. All the
face images in the database are projected onto the
vector space to from respective vectors Yi,Y>, ...,
YN,

(Yi)T= [yityiz.. .yi],i=1,2,.. . N:

yi= (u)'X% j= 1,2,...L (3)

For an unknown face image X, the projection vec-
tor Y of the difference between X and Xave is:
yi= (u)' (X- Xa),j= 1,2,...L

Then vector Y is compared with all projection vec-
tors Y1, Yz2,. ..
some distance rules. For example, Euclidean dis-
ly- Yill (i=1,2,...,N) is often
used- The image is recognized as the n-th mode:
n= arg(i: II’IZIiH N(ei)) . (4)

,,,,,

> YN and recognition is achieved by

tance ei=

The size of matrix C is L X L which is very

large even for a small size image. For example, a

24X 28 size image will make matrix C to be (24 X
28)~4.5X 10’ size. So reduction method is often
used.

First, mean deviation images are piled into a

matrix: X'=[X',X"2,...,XN] (5)

Then covariance matrix C can be written as:

I Iy T
C= IX(X)". (6)

Thus by linear algebratheory, computation of
eigenface K and corresponding eigenvectors ux of
matrix X'(X)" can be translated into computation
of eigenface K and corresponding eigenvectors Mof
matrix (X')" X'. The size of (X)' X'is N XN
which is far less than L XL, in this way, computa-
tion is reduced. After Mis known, uk can be com-
puted.

= —=X'M (7
K

2 Recognition System

A general face recognition system is shown in
Fig. 1.

Face recognition system consists of five func-
tional parts: training, location, preprocessing,
feature extracting and recognition. The training
module trains face images in database to get pa-
rameters for recognition. It’s the most important
part of all modules and relies greatly on algo-
rithms. The location module locates face in an im-
age for further processing. Under certain photo-
graphic conditions, this step can be left out. The
preprocessing module preprocesses face images,
such as size normalization and noise filter. Differ-
ent methods are chosen in applications as needed.

The feature extracting module extracts features of

Face images _.I Location __,l Preprocessing [y Feature extracting | 3| Training
Parameters
Face images
Capture [—p| Location ~i| Preprocessing |_,,| Feature extracting | ) Recognition

Fig- 1 The diagram of face recognition system
Bl to A iR Sk mge A &)
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face images. How to get stable and effective fea-
tures is one of the key points in face recognition.
The recognition module recognizes unknown faces
using the parameters trained. In this paper we fo-
cus our discussion on training, feature extracting
and recognition modules and assume that others
have already been done.

The performance of a face recognition system
can be described by the number of persons, recog-
nition rate, refusal rate and time cost. Recognition
rate is the probability of correct recognition of
some person in the face database. Refusal rate is
the probability of correct refusal of some person
not in the face database. Generally, recognition
rate is used. In a system, recognition rate and re-
fusal rate are inconsistent and compromise should
be made between them. A practical system always
reaches some performance under certain condi-
tions; the more conditions ( that also means less
variance), the higher the recognition rate be-
comes. We study recognition of face images under
simple background with variance(such as illumina-
tion, expression and head pose) and compare
recognition systems with or without refusal. The
following is the consideration of realization of a
practical recognition system:

(1) A practical system should be simple to be
realized. That’s why eigenface algorithm is cho-
sen.

(2) A practical system should have a high
recognition rate. Eigenface trained by one sample
per person has arecognition rate of about 80% that
is still low. So multi-samples are adopted: multi-
samples of a same person are taken as sub-modes
in training. An unknown face image is recognized
as the mode if the face image is considered to be
one of the mode’s sub-samples.

(3) A practical system should have the conve-
nience of extension when new face modes are to be

EC1 EC2 ECa

s

Fig- 2 A grouping method without intersection
P20 1 T B8 R ah 4 T

added. We get this property by grouping the face
modes. When new modes are added, the most of
old groups can be used and only a few new groups
should be trained. The groups are independent of
each other and can be trained in distributed com-
puters, which reduces training time cost greatly.
Grouping also reduces the size of covariance matrix
and makes it easy to compute eigenvalues and cor-
responding eigenvectors.

One of the combination methods puts face
modes into m-groups without intersection, see
Fig. 2. After training, for an unknown face, pa-
rameters of m-groups are used to compute distance

eiand the face is recognized as the n-th mode:
n= arig(miin(ei)).

We proposed a combination method which
puts face modes into m-groups with partial inter-
section, see Fig. 3. After training, for an unknown
face, Bayesian sum-rule combination of intersec-
tion parts and parameters of m-groups are used to
compute distance e and the face is recognized as
the n-th mode:

0 Xi| EC;

P(X/EC) = 1/& L
Ee) X € EG

n= aqg(miax£j P(XiGEG)) (9)

From Figs. 2 and 3, we know that both methods
have the convenience of extension. The groups are
independent of each other, so distributed computa-

tion can be applied to reduce training time cost.
3 Experiments and Discussion

The ORL (the Olivetti and Oracle Research
Lab’s face image database) and AR (the AR face

database) databases are used in the experiments.

ECI BC3 e - ECm
A G G S
Y___A

ECm EC2 EC4

Fig- 3 A grouping method with partial intersection
K 310 o atzz far i
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Fig.4 Three persons’ face images in ORL database
4 ORL A& AES 3 NkE

Fig. 5 Three persons’ face images in AR database
5 AR ANEEGEAH 3 DA E

40 persons in ORL and 79 persons in AR face
database are selected to form a new database of 119 | EC1: trained by 1~40-th modes;

persons with 9 samples per person, in which 100 | EC2: trained by 21~60-th modes; | | Systern for 60 modes

persons are used for recognition and 19 persons for

EC60: trained by i~20, 41~60-th modes;

refusal. The samples of a same person are taken at

differenet times, varying the lighting, head posi- EC1: trained by 1~40-th modes;

EC2: trained by 21~60-th modes; |

Sy for 80 modes
EC3: trained by 41~80-th modes; |

EC80: trained by 1~20, 61~80-th modes;

smiling/ serious) and facial details ( glasses/no

glasses). The ORL images are gray ones with 256

|
tion, facial expressions ( open/closed eyes, |
|
|

levles and their size is 92 X 112 (width X height )in
pixel. The face images are resized to 24 X28(width

ECI: trained by 1~40-th modes; h

X height) by bilinear interpolation method to re-

EC2: trained by 21~60-th modes;

ORL are listed in Fig. 4. The AR images are 24-
bits, 768X 576 size color images. The images are | EC4: teained by 61~100-th modes;

duce computation. Three persons’ face images in |

EC3: trained by 41~80-th modes; | > | System for 100 modes

first grayed, segmented and then resized to 24 X28 | o100, vt b 120 S1to0 o |J
: trai y 1~20, 81~ modes;

by bilinear interpolation method. Figure 5 shows
) . .

three persons’ images in AR database. Fig. 6 Sample of system extension

To demonstrate the extension property, ex- Bl 6 A% &R

periments are carried out for 60, 80 and 100 face
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modes( 1 sample per person and 3 samples per per-
son), see Fig. 6. Systems with refusal and without
refusal are also compared. For comparison of
recognition rate, refusal rate is required to be
greater than 99%. Table 1 shows recognition rates
of each eigenface classifiers ECitrained by grouped
images.

The test images include the face images for
training and so are the followings. Table 1 shows
that recognition rate of ecigenface trained by one
sample per person is much lower than that trained
by three samples. So using multi-samples as sub-
modes in training is effective. Then applying the
two methods the groups are combined and Table 2

gives the result.

From Table 2, we know that our partial inter-
section method is superior to that without intersec-
tion with or without refusal. Its recognition rate
with refusal, which is often required in practical
systems, is much higher than the latter. This
benefits from partial intersection and Bayesian
sum-rule combination, which improves the system
robustness.

The experiments used a computer P I1400 and
Matlab 5. 2 interpreter. The average time cost of
eigenface is 0. 26s. The average time cost for
training one group, such as ECl,is 48. 6s. If a
compiler like C language is used, the time cost
could be further reduced. Figure 7 shows some

sample eigenfaces got in the program.

Table 1 Recognition result of each group

1

60 80 100
G ECO EC1 EC2 EC3 EC4 FCZO FCZO ?C 20
roup (1~20) (1~40)  (21~60)  (41~80)  (61~100) © X ( X ( ’
41~60) 61~80) 81~100)
Recognition rate
(one sample, 77. 8% 78.05% 76. 68% 79. 18% 74. 18% 75. 82% 79. 73% 77.77%
without refusal)
Recognition rate
(three samples, 93.9% 93. 6% 90. 82% 93. 9% 93. 6% 91.95% 95.27% 95.27%
without refusal)
Recognition rate
(three samples. 86. 1% 85% 82. 77% 91.95% 93. 6% 80% 90. 28% 89. 18%
with refusal rate
> 99%)
Table 2 Recognition result after groups combined
2
60 modes 80 modes 100 modes
System Without Partial With out Partial Without Partial
intersection intersection intersection intersection intersection intersection
1, EC2,
Groups ECI, EC2, EC1,EC2, ECO, EC2, ECLEC
ECO0,EC2 ECl1, EC3 EC3, EC4,
used EC60 EC3, EC80 EC4
EC100
Recognition rate
(three samples, 87.22% 90. 73% 91.25% 92.09% 89. 67% 91.67%
without refusal)
Recognition rate
(three samples, 77.78% 90. 55% 85.41% 91.95% 84. 11% 91.33%

with refusal rate
> 99%)
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Fig.7 Eigenface samples
K7 ARG s

4 Conclusion

Taking image as matrix, eigenface algorithm
uses eigenvalues and corresponding eigenvectors in
recognition. The method has advantage of not
needing geometric features of eyes, noses and
mouths, but doesn’t reach high recognition rate
when single sample image per person is used for
training. Another problem is that the larger the
number of face modes is, the more complex the
computation becomes. So we proposed a method
taking multi-samples as sub-modes and grouped
face modes into partial intersection ones to reduce
computation and improve system extension proper-
ty. In combination, we used the sum rule based on
Bayesian theory. The face recognition experiments
with the ORL and AR face databases showed that:

(1) Eigenface using multi-samples reaches a
high recognition rate and a reasonable time cost;

(2) Partial intersection grouping and Bayesian
sum-rule combination improve system robustness,
especially for a system with refusal;

(3) Grouping makes training become a dis-
tributed computation job which reduces time cost
for training;

(4) When new face modes are to be added,

the system has the convenience of extension and

still reaches a high recognition rate.
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