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Abstract: The fixed pattern noise of uncooled infrared focal plane arrays has the similar characteristics with the
stripe noise. By researching the moment matching and temporal high-pass filter, a novel multiscale temporal mo-
ment matching nonuniformity correction algorithm was proposed. In the proposed algorithm, global motion was
first identified by the Gaussian pyramid of the adjacent uncorrected images. Then the temporal moment matching
was performed in all levels of Gaussian pyramids and Laplacian pyramids. The experimental results with the real
infrared video sequences have shown that the proposed algorithm can significantly increase the convergence speed

and reduce the ghosting artifacts.
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Introduction

The uncooled infrared focal plane arrays ( IRFPAs)
are widely used in a variety of applications such as re-
mote sensing, surveillance and so on. Due to the fixed
pattern noise ( FPN) is always decreasing the tempera-
ture resolution of infrared imaging systems, nonuniformity
correction ( NUC) technique is an essential way to in-
crease the image quality. Currently, the NUC algorithms
can be divided into two categories; reference-based NUC
and scene-based NUC. Reference-based NUC mainly
consist one point correction ( OPC) and two point correc-
tion (TPC). Scene-based correction mainly consist sta-
tistical methods and registration-based methods. Statisti-
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cal methods, such as temporal high-pass filtering NUC
(THPF-NUC) " | constant statistics method'*’ | general-
ly require the relative motion between target scene and
IRFPA camera. Registration-based correction algorithm,
such as algebraic method, inter-frame registration meth-
od") | usually require complex computation, and the cor-
rection errors are transmitted accumulatively step by
step, which makes these methods difficult to achieve a
practical effect.

In this paper, we proposed a novel multiscale tem-
poral moment matching NUC ( MTMM-NUC) algorithm
for uncooled IRFPAs. The remainder of this paper is or-
ganized as follows. In Sec. 1, the moment matching NUC
(MM-NUC ) algorithm and its shortcomings are ana-
lyzed. In Sec. 2, a novel MTMM-NUC algorithm is de-
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scribed in detail. The experiments with real IR image are
given in Sec. 3, and finally there comes the conclusion

in Sec. 4.
1 Moment matching NUC algorithm

Linear model is often used in IRFPA NUC algo-
rithm. For each (i,7)th detectors in the IRFPA, assume
that the original uncorrected gray value is X (i,j), the
linear NUC formula is given in Eq. 1.

Y(ir) = g(i))X(ij) + b(ig) ()
where the variable g(i,j) represents the gain of the (i,
J)th detectors and b(,j) is the offset of the detectors, Y
(i,7) stands for the corrected image, M and N are row
and column number, i=1,2,--- M;j=1,2,--- N.

Considering the fact that in uncooled IRFPA’ s read
out circuit, the pixels in the same column always share
the same amplifier, therefore the gain and the offset of
the same column are almost equal. Then the NUC formu-
la can be converted to Fq.2,

Y(i,j) = g()X(i,j) +b()) , (2)
where the j-th column detectors share the same gain g(§)
and the same offset b(j).

The MM-NUC method is based on the assumptions
that the images have to be sufficiently large, the distribu-
tion of all objects is homogeneous, and each detector re-
sponds linearly to the level of incoming radiation. Igno-
ring the influence caused by noises, the pixel gray value
can be expressed as a linearity of the sensor gain and off-
set. The mean and standard deviation value of the whole
image are often treated as the reference, then the means
of columns and standard deviations are stretched to the
same reference, thus the stripe noise is removed.

g(j) =a(r)/o(j) , (3)

b(j) = m(r)u(jo(r)/o(j) -4

Equations 3 ~4 shows the correction coefficients ob-
tained from MM-NUC method. o (r) and w(r) are the
standard deviation and mean value of the image X(i,j) ,
o(j) and w(j) are the standard deviation and mean val-
ue of the j-th column. As a matter of fact, MM-NUC is
only effective under the conditions that the image is quite
large and the objects have uniform distribution, which
are almost impossible to be satisfied in real applications.

Currently, the MM-NUC method is mainly applied
on huge resolution remote sensing images, and some ef-
fective improvements have been proposed by researchers.
Qin'*! proposed an improved piece-wise linear dynamic
moment matching (PWMM-NUC) algorithm. The image
is directly segmented into three regions: low region, me-
dian region and high region, then MM-NUC method is
applied to three regions separately. The accuracy of im-
age segmentation is severely affected by the stripe noise,
and this often leads to the consequence of that the stripe
noise can not be removed completely. The other im-
proved algorithms are also based on single image process-
ing, and they can hardly resolve the “edge effect” prob-
lem thoroughly.

2 THPF-NUC and its improvements

As the inspiration of the proposed MTMM-NUC al-
gorithm comes from the THPF-NUC algorithm, we first
reviewed the THPF-NUC algorithm and its improve-

ments. THPF-NUC is a classical scene-based adaptive
NUC algorithm, its realization'') can be achieved by
Eqs.5 ~6, where f(i,7) is a recursive IIR filter.

V) = X, (Do, () L)
S = 4 X))+ (-G (6)

here X, (i,7) is the input image and Y, (i,j) is the cor-
rected output, K is frame index, is the time constant. In
the THPF-NUC algorithm, the key component is the re-
cursive equation, Eq. 6 shows. The uncorrected image
X, (i,j) is directly participated in the recursive proce-
dure. If there are insufficient motions or excessively
strong scene values in the frames, the algorithm will es-
sentially fade out the stationary image and affect the con-
vergence process.

Qian'" proposed an improvement of the THPF-NUC
algorithm by replacing the X, (i,j) with its high spatial
frequency, it was called space low-pass and temporal
high-pass algorithm (SLTHP-NUC). The key recursive e-
quation is listed in Eq. 7, where X" (i,j) is the high
spatial frequency of the X, (i,j). Zuo") also proposed an
new THPF-NUC algorithm based on bilateral filter
(BFTH-NUC) , the key recursive equation is shown in
Eq. 8, where X' represent the residual of the bilateral
filter.

S = X+ () f () ()

S = X () + () () (8)

The characteristic of the improvements mentioned a-
bove is that in the recursive process, the original uncor-
rected image is replaced by the output of a filter. These
improvements could significantly increase the conver-
gence speed and reduce the emergence of the “ghosting
artifacts” compared with the original THPF-NUC algo-
rithm. However when the IR camera is stationary or
moves fast, the corrected image still has “image ben-
ding” and “ghosting artifacts. ”

3 MTMM-NUC algorithm

The MTMM-NUC algorithm is similar to the THPF-
NUC method, the difference between them is that the
gray value directly participates in the recursive process in
THPF-NUC, while only some statistical characteristics
participate in the recursive process in MTMM-NUC. The
complete implementation process of MTMM-NUC consist
four steps: (1) pyramid decomposition of the uncorrect-
ed image; (2) image motion detection; (3) correction
coefficients updating; (4) image nonuniformity correc-
tion. The detailed description of the proposed algorithm
is listed below.

3.1 Image pyramid decomposition

The pyramid structure was proposed by Burt and
Adelson'® to describe image, which possessed of multi-
resolution characteristic. The basic principle of this
method is to decompose the source image into pieces of
sub-images with different spatial resolutions through some
mathematical operations. To the original uncorrected im-
age X(1,7), through Laplacian pyramid decomposition,
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it could be represented as the following equation'’’ ;

X(Ly.]) = LPI(L,.]) +LP2<L9]) +LP3(L3.]) +oee t

LP,(i.j) + X, (i,)) , (9)
where LP, (i,j) means the L level Laplacian pyramid and

X, (i,j) means the L level Gaussian pyramid.

Figure 1 (a) shows an uncorrected infrared image
obtained from an uncooled microbolometer. The pyramid
decomposition level is 3, Fig. 1(b) ~ Fig. 1 (d) shows
the Laplacian pyramid LP,, LP, and LP, separately (the
(i,j) is omitted here for simplicity), Fig. 1 (e) shows

the Gaussian pyramid X;. From the images we can see,
the stripe noise has stronger visual impact on Lapacian
pyramid than on Gaussian pyramid. Removing stripe
noise in all pyramid images and then reconstructing, the
denoised image could be obtained.

(a) Original image (b) LP, (c)LP,

(d) LP, ©X

Fig.1 Pyramid decomposition result

1 AT AL (a) U, (b) LP,, (¢) LP,, (d)
LP,, (e) X,

3.2 Image motion detection

The image motion is much complicated in variety of
real applications. The ghosting artifacts always occurs
when the IR camera is recording objects that are not mov-
ing with respect to the camera and then they suddenly
leave the field of view. Harris'® has proposed a motion
detection method based on the difference of the adjacent
image frames, the changes of each pixel was compared
with a threshold value, and the correction coefficients
will only update if the change is greater than the thresh-
old. This method prevents biased estimates from stationa-
ry objects in scenes and helps to sample data better. The
disadvantage of this method is that the differences of the
adjacent frames are deeply affected by the random noise,
the proper threshold is hard to be obtained. This paper
proposed a new motion detection method, the main idea
is to pick out the global moving information other than
the changing pixels.

Assume the adjacent Gaussian pyramids mentioned

in the former section are X; (n-1) and X;(n), repre-
sents the frame number. Sobel edge detection operator is

then separately performed to the two adjacent frames,
here we use E,,(i,j) and E,(i,j) to represent the edge

detection result. If the total number of coincidence edge
pixels pBoth in the two frames satisfies the Eq. 10, the

current frame is determined to be “motionless” , and set
moving flag F =0, else it is determined to be “moving”,
and set moving flag F =1. In Eq. 10, pE(n) represents
the total number of edge pixels in E, (i,j), 8 is an em-
pirical value, usually set to 0. 96.
pBoth -
(pE(n-1)/2 + pE(n)/2) ~ o - (10
The proposed global motion detection method is in-
sensitive to the random noise, and the threshold is affect-
ed little by the random noise compared with the Harris’ s
method.
3.3 Correction coefficients updating
Similar to the recursive Eq. 6 ~ 8, the correction
coefficients updating equation in the proposed MTMM-
NUC are presented in Eq. 11 ~12.
i) = ) + (120 ()
| 0 when F =1 , (11)
7,() = 0,0) + (15 (0,.()-0,())
pa i) = i) hen F = 0 . (12)
a,(j) =0o,0()
where the w,(j) represents the j-th column average gray
value of the n-th frame X, (i,j), o,(j) represents the j-
th column standard deviation of the n-th frame. When
the IR camera is moving, the Eq. 11 is used to update

the correction coefficients. When the camera is motion-
less, the Eq. 12 is used. The corrected output Y, (i,;) is

given in Eq. 13.
oo, ()
Y.(i,)) = :

a,(j)

%0,

. (13)
As the original image X, (i,j) is decomposed to

LP,, LP,, LP, .-+, LP, and X, , the Eq. 13 is then ap-
plied to the L +1 pyramids separately. Assume the cor-
rected output are LP’,, LP',, ---, LP, and X', , the final
output Y’ of the proposed MTMM-NUC is

Y, = LP', + LP', + LP', + - + LP', + X',

X, (i) +m,(r)-

. (14)
4 Experiments and results

We used the IR camera mentioned in the Sec. 1 to
obtain a series of uncorrected video sequences. The bad
pixels of the IRFPA were picked out and compensated
with the adjacent normal pixels, and then the NUC algo-
rithm mentioned above was separately performed. In
SLTHP-NUC, BFTHP-NUC and the proposed MTMM-
NUC, the time constant is 33. A threshold of Th =150 is
used in SLTHP-NUC, while the BFTHP-NUC uses D =
15, 0=2.5, o, =150.

The video sequence is about 1125 frames. The IR
camera keeps moving from frame 1 to frame 946, while
keeps motionless from frame 947 to frame 1125. In order
to evaluate the convergence speed, we assume that there
is no response drifting in such a short period, and the
TPC result of the original sequence is used as a refer-
ence. The root-mean-square error ( RMSE) is adopted
for measurement of the NUC performance. RMSE is de-
fined as follows:

RMSE = sz (1(i o)) Lpe (i0))°

i,j

,(15)
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where I i,j) is the (i,j) pixel value of the original im-
age while I, (i,7) is the corrected result of the TPC al-
gorithm.

Figure 2 shows the NUC result of the frame 900,
and Fig. 3 shows the NUC result of the frame 1100. The
correction result of the MM-NUC is poor no matter the
scene is moving or motionless, “Edge effect” is very ob-
vious. The PWMM-NUC can only remove most of the
stripe noise, and there still have some stripe noise left
both in moving and motionless scene. SLTHP-NUC is
recommended to combined with OPC method in real ap-
plication in Qian’s'"’ paper. Figure 2 (d) shows the re-
sult when it is used without OPC method. From the im-
age we can see, most of the stripe noises can be removed
but there still left a few stripe noises. Its drawbacks are
that when the camera comes into the motionless state, the
images gradually fade out and blurred. Although Qian in-
troduced a motion detection technique in SLTHP-NUC,
each pixel in two neighboring frames is compared with a
fixed threshold. Even though the correction coefficients
only are updated when the change is greater than the
threshold, the ghosting artifacts still occurs especially
when IR camera stops moving. The BFTHP-NUC has a
better vision effect than the SLTHP-NUC when used in
moving sequence. In motionless sequence, However, the
stationary scenes also fade out and blurred, as Fig.3 (e)
shows. The proposed MTMM-NUC method manifest a
better correction result both in moving and motionless
scene, and almost no ghosting artifacts could be found in

Fig.2 (f) and Fig.3 (f).

(d) SLTHP-NUC (¢) BFTHP-NUC () MTMM-NUC

Fig.2 NUC results in moving sequence ( frame 900th)
K2 zalfF AR S TR RS SR (5 900 i)

() PWMM-NUC

(d) SLTHP-NUC

(e) BFTHP-NUC (f) MTMM-NUC

Fig.3 NUC results in static sequence ( frame 1100th)
B3 ik PSR S A RS 2R (5 1100 W)

The RMSE versus frame numbers of the mentioned
algorithms are shown in Fig. 4. The MM-NUC and
PWMM-NUC is single frame processing method, and
they do not have the problem of convergence speed and
ghosting artifacts. However their correction effects are
poorer compared with the other methods. The SLTHP-
NUC and BFTHP-NUC only need about 50 frames to
reach convergence, and this has already been proved in
Qian’s""" and Zuo’ s’ paper. The shortcomings of their
algorithm are that when the scenes get into the motionless
state, the RMSE increase due to the occurrence of the
“image bending”. Meanwhile, the proposed MTMM-
NUC algorithm has no convergence problem, the correc-
tion coefficients could be obtained by the first frame, and
then the second frame can achieve convergence immedi-
ately. Through the global motion detection method, little
ghosting artifacts could be found in the corrected se-
quence.

28 ; i i i i : i
— = MM-NUC
261 ———PWMM-NUC|
——MTMM-NUC|
T L UL WS
7] " "W ——prHP-NUC
221*-\,'&‘\ A P Ir_ R e
20 T r\‘_\\/ 5
18N o 3

16 i
0 100 200 300 400 500 600 700 800 900 1000
frame number

Fig.4 RMSE versus the frame numbers for the five algorithms

Kl 4 5 Ffs IEA 2 RMSE X LA

In the proposed MTMM-NUC algorithm, different
pyramid decomposition level may result in the different
correction effect. Through experiments, we found that 3
is the optimal decomposition level, compared with the
calculation amount and the correction effect.

Table 1 gives the RMSE contrast of frame 900 and
frame 1100. When the image sequences have global mo-
tion, the RMSE values of the SLTHP-NUC ,BFTHP-NUC
and MTMM-NUC only have small differences. When
there is no global motion in the image sequences, the
MTMM-NUC can give the smallest RMSE value. Consid-
ering the visual effect of the corrected images and the
RMSE values listed in Table 1, a conclusion could be
made that the MTMM-NUC is a more effective NUC
method than the other algorithms mentioned above.

Table 1 RMSE of the NUC result for frame 900 and 1100
Rz 1 5900 F15E 1100 Wik EJFHI RMSE

MM-NUC PWMM-NUC SLTHP-NUC BFTHP-NUC MTMM-NUC
21.2370 21.728 8 17.334 4 16.828 8 17.061 0

frame 900

5 Conclusions

In this paper, a novel NUC algorithm called multi-
scale temporal moment matching was proposed. By the
pyramid decomposition, global motion detection was first
performed, then the temporal moment matching was im-
plemented in multiscale. The proposed algorithm has
merits of fast convergence speed and almost no ghosting
artifacts, no matter the scene is moving or motionless.
Experiments on real IR sequences demonstrate the effec-
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tiveness of this method. This algorithm is simple for
hardware implementation, and can improve the real-time
performance of practical IR imaging systems. The future
work will be focused on the effectiveness verification of
the different kind of complex scenes.
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