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Algorithm for eliminating stripe noise
in infrared image
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Abstract ; The mechanism of stripe noise was analyzed. An algorithm for eliminating stripe noise in one frame time was pro-

posed. The algorithm obtains the extreme value of every row pixels by traversing all pixels of a frame in local window and

computes noise gain and offset parameters through the succession of adjacent row pixels. By setting adaptive threshold val-

ue, eliminating the influences of image edges and system noise, we can achieve the precise gain and offset parameters and

complete the eliminating algorithm for stripe noise. The experiment and theoretical analysis indicate that our algorithm can

eliminate stripe noise effectively in one frame time.
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Introduction

Compared with visible images, infrared images
generally have the shortcoming of low signal to noise
ratio (SNR) which limits the application of infrared fo-
cal plane arrays ( IRFPA).

(FPN), resulting from the channel difference of read-

Fixed pattern noise

out circuit and response difference of pixels, is a major

part of infrared image noises. There are many correc-
[14]

tion algorithms for FPN These correction algo-

Received date; 2011 - 04 - 25, revised date; 2011 - 12 - 11

rithms can be divided into two primary categories: 1)
reference-based correction using calibrated images on
startup; 2) scene based techniques continually recali-
brating the sensor for parameter drifts. In addition to
FPN, random noise is also a part of infrared images
noises, while its energy is usually smaller than FPN.
Random noise is composed of 1/f noise, thermal noise,
biases voltage noise, etc. After some necessary non-

uniformity correction algorithm, the energy of the FPN

will be smaller and the random noise will be the major

s EHHA:2011 - 04 - 25, f&[E HHA:2011 - 12 - 11

Foundation item ; Supported by Jiangsu Natural Science Foundation ( BK2011698 ) ; Specialized Research Fund for the Doctoral Program of Higher Edu-
cation of China (20113219120017 ) ; China Postdoctoral Science Foundation (20110491424 ) ; Jiangsu Planned Projects for Postdoctoral Research Funds

(1101081C)

Biography : SUI Xiu-Bao (1981-) , male, Shandong Province,PhD. Research on electro — optical detecting and image engineering. Email; sxbhandsome

@ 163. com.



28 SUI Xiu-Bao et al; Algorithm for eliminating stripe noise in infrared image 107

noise. So, after the infrared images have been calibra-
ted by the non-uniformity correction algorithm, they
should continue to be processed to eliminate the ran-
dom noise. Compared with FPN, the random noise has
a feature that both of its amplitude and phase are usu-
ally different frame by frame. So, the eliminating algo-
rithm for the random noise should be completed in one
frame time ( standard PLA, 40 ms). Among the ran-
dom noise, stripe noise is a special kind of random
noise. It is very obvious in row integration readout cir-
cuit, which is due to the working principle of the read-
out circuit.

Stripe noise is similar to non-uniformity in a frame
time, but the usual non-uniformity correction algorithm
is not adaptive to be used to eliminate stripe noise. The
most typical reference-based correction methods are the
so-called “one-point” correction method and the “two-
point” correction method. Problems of the reference-
based methods are that their parameters are fixed in a
long time, while the stripe noise is variable frame by

1361 " Scene based non-uniformity correction al-

frame
gorithm is developed to resolve the problems that the
parameters of IRFPA drift slowly. However there are
still two problems existing in scene based non-uniformi-
ty correction algorithm: 1) its convergence speed is
slow: most algorithms need more than one frame time
to complete convergence; 2) many algorithms are very
complex and even can not meet the real-time demand.
For these problems, the usual scene based non-uni-
formity correction algorithms are not adaptive to elimi-

7-11 .
ol However, there are some simi-

nate stripe noise
larities between stripe noise and FPN. The parameters
of gain and offset are computed like traditional non-u-
niformity correction algorithm in this paper except that
they are computed in local window area to eliminate
stripe noise in one frame time. In the algorithm we ex-
clude the edge pixels of the image to eliminate their in-

fluence on parameter accuracy.

1 Sources of stripe noise

Stripe noise is very obvious in row integration
readout circuit due to its working principle. Fig. 1 is
the row integration readout circuit schematic of 320 x

240 uncooled microbolometer made in France. The

working principles are as follows: 1) at one time t,,
the switch K| is opened and K| is closed. The readout
circuit is at the reset state; 2) at time t,, the switch
K, is closed and K, is opened. The integration current
i, is controlled by the gate voltage Vyy, of field-effect
tube (FET). When the integration process completes,
sampling capacitor samples the

last integration voltage and transports the value to
the follow-up processing unit; 3) at time ¢, , the switch
K, is opened and K, is closed. The integration capaci-

tor C.

int

is at the reset state. Repeated the process a-
bove, all row pixels can be picked up. According to
the working principle of row integration readout circuit,
it can be concluded that: the pixels in one row are bi-
ased by the bias voltage Vy, with the same noise volt-
age. When different rows integrate, the gate of FET
will be biased by V; with different noise voltage,
which results that even all the pixels expose in the
same infrared radiation, the integration current i, is
different. Because of the randomness of bias voltage
noise, the amplitude of stripe noise at different row is
different. As a result the stripe in the infrared video
rolls up and down.

The bias voltage Vyy, amplifies the integration cur-
rent i, through FET, so the infrared image processed by

non-uniformity correction algorithm can be expressed as
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Fig.1 Schematic of row integration readout circuit
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(2],

V.=aV+b (1)
where, V is every FPA pixel’ s ideal output voltage;
V.. is the output voltage when FET is biased by Vi 5 a
is the gain and b is the offset.

Each pixel of an image has its own response equa-
tion ;

Vou (i,7) = a(@,))V(i,j) +6(i,j) ,  (2)
where i is the row index and j the column index.

The readout circuit mentioned in Fig. 1 is ana-
lyzed now in the following equations. The infrared im-
age has stripe noise and the parameters a and b of the
same row pixels are the same respectively. Eq. (2)
can be expressed as:

Va(ind) = a(D) V(i) +b(i) (3)
where, a(i) is the gain of row i;b; is the offset of row
.

V(i,j) is the ideal output. Eq. (2) is converted
as:

V(i,j) = (1/a(i)) Vo (i,j) - b(i)/a(i)
a(i) Vo, (i,j) +B(1)

(4)
where, a(i) =1/a(i) ;8(i) = -b(i)/a(i).

The linear transform of Eq. (4) can eliminate the
stripe noise. Now the eliminating stripe noise method is
translated into calculating the parameters a(i) and B
(i), and the calculation must be done in one frame

time.
2 Algorithm descriptions

According to Eq. (4), in order to acquire param-
eters a(z) and B8(i), V., (i,j) and V(i,j) should be
get firstly. This is similar to solving parameters of “two
point” non-uniformity correction algorithm. Because
the parameters a(i) and B(i) of Eq. (4) should be
refreshed in every frame, so the “two point” non-uni-
formity correction algorithm is not ready to be used di-
rectly. In spite of this, we can use the solving parame-
ter method for reference. If the edge pixels of an image
have been excluded and the image does not have stripe
noise, the pixel’ s voltage in the same column is almost
the same. Based on the fact, we analyze a usual neural
network non-uniformity correction method ', This

method takes the average value of one pixel’ s four

neighbors as the pixel’ s ideal output ( V(i,j)). Re-
ferring to the method, we traversal every pixel in a
row, then get the maximum and minimum pixels and
compute the average value at the pixel’ s position ( The
average value is considered as the ideal output at the
position). Following the steps above, V_, (i,j) and V
(7,j) can be get, and then a(i) and B(i) can be
computed according to “two point” non-uniformity cor-
rection algorithm. During the process, if the images in
row i and row (i +1) are not all the edges and then we
can get eligible maximum and minimum pixel value in
row (i +1), then, the images in row i and row (i +
1) have the succession. In order to reflect the succes-
sion, a(i+1) and B(i+1) will be computed partly
from (i) and B(i). The followings are a detailed de-
scription.

Our purpose is to eliminate stripe noise. However
stripe may also be stripe object. To retain objects and
at the same time eliminate stripe noise, we set a
threshold AV. If the difference between one pixel volt-
age value and the mean of its neighborhood pixels is
bigger than AV, it is thought that the pixel is at the
edge of an image and should be excluded in the follow-
ing statistics. In engineering, the value of AV is usual-
ly set to be larger than the maximal value of the stripe
noise’ s line gradient to avoid treating stripe noise as
image edges. Usually, the maximal value of the stripe
noise does not change, so, the optimal value of AV can
be fixed only once by experiments. Then the same AV
can be always used in the same IR imager and will not
cause problems. The equation about the nature of the
pixels in an image should be calculated as:

1, when abs(V(i,j) - V(i,j +1)) > AVor
(i) =4 abs(V(iyj) -V(i+1,j)) > AV, else , (5)
0
where, abs() is absolute value function; if v(i,j) e-
quals to 1, the pixel at (i, j) (i is the row coordinate ;
j the column coordinate) is excluded in the following
statistics.

Fig. 2 (a) is an infrared image with stripe noise;
Fig. 2(b) is a binaryzation image after edge detection
by Eq. (5). From Figs.2 (a) and (b), it is found
that Eq. (5) can exclude edge pixels but include the

stripe noise pixels. So in the image processed by Eq.
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Fig.2 (a) Image with stripe noise, (b) excluded pixels loca-
tions ( white locations)
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(5), the value of adjacent pixel voltage varies slowly.
We make a 1 x2 window convolved with the infrared
image with stripe noise. By using this method, the
maximum and minimum value of every row pixels can
be acquired. The extreme value is the mean of the two
adjacent pixels at the same row. During the process of
finding extreme value, if there are edge pixels accord-
ing to Eq. (5) in the 1 X2 window, the pixels can not

be treated as extreme value. The equation is as follow;

Vainl) = (Vi) + V(i +1))/2,
if (Vogali) > (i) + (Vi +1))/2)and (u(i) = 0)

min

V(@) = (V) +VG, +1))/2,

i (V. (1) < (Vi) + (V(ij +1))/2)and (a(i,j) =0)

where, V. (i) is the minimum value of non-edge pix-

. (6)

els at row i; V(i) is the maximum value of non-edge

max

pixels at row i.

(z) and V(i) are:
{max(i) =j, when V(i) if updated

The positions of V,

min(i) =j, when V(i) if updated D
where, (i, max (7)) is the position of V  (i);
(i, min(i)) is the position of V,, (7).

Using Eq. (6) to traverse all non-edge pixels at a
row ( subscript j stands for the column index ), then
the maximum and minimum value of every row can be

obtained. V,_, (i), V., (i) are similar to the response
values of low temperature blackbody and high tempera-
ture blackbody separately in “two point” non-uniformi-
ty correction algorithm. For the purpose of decreasing
signal noise’s influence to a(i) and B(i), the differ-
ence between V, (i) and V_, (i) should be big
enough. Then we set the threshold AV, and define the
following equation :

. Lwhen V(i) -V, (i) > AV, else
m):{ " . (8)

0
where, the value 1 of v” (i) indicates that there are
V...(i) and V, (i) at row i which are used to com-

pute the parameters a(i) and 8(i). The value O of v"
(7) indicates that there are no appropriate V(i) and
Vi (1) to compute a(i) and B(i). In other words,
the value O of v"(i) indicates that the pixels of i row
and (i+1) row are mostly the edge of image and the
details of the images are abundant. The vision is sensi-
tive to details of the images and the stripe noise at row
i and row (i +1) will not cause great stimulation to vi-
sion. So, a(i) is set as 1, B(i) as O, namely, the
image at row i is kept unchanged.

When the value of v”(i) is 1, there are three dif-
ferent situations as described in the following:

1:if2"(i-1) is equal to 0 and v"(i +1) equals
to 0, there are abundant image edges at row (i — 1)
and row (7 +1). Parameters a(i)and 8(7) can not be
acquired from adjacent row pixels. a(i) and B(i) are
set as 1 and O, respectively, namely, the pixels at i
row are kept unchanged.

2. if9"(i-1) is equal to 0 and v"(i +1) is equal
to 1, a(i) and B(i) can not inherit from a(i —1) and
B(i-1). This time, according to neural network non-
uniformity correction algorithm, the gray mean of
(i, max(i)) and (i, min(i))’ s four neighborhood

pixels can be set as the real response of (i, max(i))
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and (i, min(i)),
a(i) and B(i) can be get. The equation is:

respectively. Then, the parameters

Vo anell) = (V(i,max(i)) + V(i ma)f( i) +1) | (9)
+ V(i +1,max(i)) + V(i +1,max(i) +1))/4

Vosin aveli) = (V(i,min(i)) + V(i,min(i) +1) L (10)
+ V(i +1,min(i)) + V(i + [,min(i) +1))/4

@) = Vsay ane() = Vi ane0))/ (Ve () = Vo)), (11)

B) = (Ve anel ) X Vo) = Vo anel0) X Vopae))7
(Fnaxiy = Vnin(3))

(1) is the estimation of true response at

, (12)

where, V. ..
(i, max(i)); V,i e (i) is the estimation of true re-
sponse at (i, min(z) ). This kind of estimation meth-
od is used widely in neural network non-uniformity cor-
rection algorithm.

From the typical Eqs. (11) and (12), we can

get a(z) and B(i).

3: when v"(i-1) is equal to 1, in order to make
sure that the gray difference of the pixels at row (i —
1) and row i, we make a(i) and B(i) inherit from «
(t-1) and B(i-1). Egs. (9) and (10) can be
modified as:

Fpwaei) = ali 1) x V(i -1) +6(-1) , (13)

Ve (1) = ali =1) X V(i =1) 48 =1) . (14)
Parameters o (1) and B (i) are computed by Egs.
(11) and (12).

Finishing the steps above, we can acquire param-

eters (i) and B(i). According to the parameters,

stripe noise will be eliminated in one frame time.
3 Experiments verification

A 320 x240 pixel uncooled IRFPA imager operat-
ing in the wavelength range of approximately 8 ~ 14 pum
is adopted to test our presented algorithm. The detector
adopts the readout integrated circuit (ROIC) described
in Fig. 1. The following images are all processed by
NUC algorithm previously.

Fig. 3(a) shows an original infrared image. Fig.3
(b) shows the infrared image with Gauss stripe noise.
Its parameters are set as: u =0,0 =4. Fig. 4 (c)
shows the image edges which are expressed by v'(i,j)
(listed in Eq. (5)). AV is set as three times of ¢,

assuring that the stripe noise is not be treated as image

edges.

Fig.3 (a) Original infrared image, (b) infrared image with
Gauss stripe noise, ( ¢ ) infrared image edges ( white locations)
K3 (a) RIRLLSMEMR, (b) ERETRFEMAIER, ()
AR Suk JQSEERDAY)

AV, in Eq. (8) should be set according to the
system noise of thermal imager. To our thermal ima-
ger, AV, is 40 mV which is tested by CI thermal ima-
ger test system. The test condition is: the environment
temperature is 300 K; F# of infrared lens is 1. 0; focus
length of infrared lens is 50 mm. In order to eliminate

the influence to a(z) and B(i).
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Fig.4 Image processed by the algorithm in this paper
B4 fACERLGENERIINEG

AV is set to be equal to 80 mV during the calcu-
lation ( AV, can be set bigger. However, if the value
is too big, we may not get appropriate V, (i), V..
(i). What’s more, may not get a(i) and B(i)). A-
dopting the algorithm mentioned in the last section, we
process Fig. 3 (b) and get Fig. 4.

Comparing Fig. 3 (b) with Fig. 4, it can be
found that, the stripe noise amplitude in Fig. 4 is
smaller than in Fig. 3 (b). Comparing with Fig. 3
(a), there is still some weak stripe noise in Fig. 4.
The results indicate that the algorithm for eliminating
stripe noise brought forward in this paper is efficient
and it can eliminate most of the stripe noise in the in-
frared images.

In order to assess our algorithm objectively, mean-
squared error ( MSE) is adopted to analyze the per-

formance of our algorithm. MSE is defined as "’ .

Z,(Vo(ij)-Vdn(i,j)z/(MXN)) , (15)

MSE,, = Y

i=1 j=1

MSEg, = 3, > (V(iy) - Va(ig) /(M x W), (16)

where V,(i,j) is the pixel voltage without stripe noise.
V,.(i,j) is the pixel voltage with stripe noise. V,, (i)
is the pixel voltage after our algorithm. M and N is row
number and column number, respectively.

MSE is computed according to Fig. 3(a), (b)
and Fig. 4. The finally data are shown in Table 1.

Table 1 MSE of different images

F1 AEEGE MSE
MSE MSE,, MSE,,
DATA 16 1.45

From Table 1, it can be found that MSE, is obvi-
ously smaller than MSE,,. We change the amplitude of
stripe noise in Fig. 3(b) and get MSE in Table 2.
From Table 2, it can be found that with ¢ increasing,
MSE,, becomes larger and lager but MSE,, changes a
little. The experiment data indicates that our algorithm
is effective in eliminating stripe noise which is consist-
ent with the conclusion we made from subjective image

comparison.

Table 2 MSE of different images with different o
F2 o AERERE MSE

MSE MSEg, MSE,,
o=2 4.1 1.3
o=3 9.2 1.43
o=5 24.8 1.8
o=8 59 2.1
o=10 92.1 2.2

The last problem is that whether our algorithm can
be completed in one frame time. We simulate the pro-
gram in Matlab R2008a. In the program, the algorithm
can be completed in the time of traversing all pixels
three times. The three times traversing process is that
1) accruing the edges pixel; 2) the maximum and
minimum pixels’ statistics of non-edge pixies; 3) the
gain and offset of each pixel. If we process a 320 x 240
pixels’ image and utilize dm642 ( which is made in TI
Corporation and the its master clock can be up to 600
MHz) as main processor, and assume that every in-
struction cost six clock periods (most instructions cost
less than six clock periods[16]), the time our algo-

rithm need is:

12320 x240x(6%,,,;)x6 Xx3=2304ms , (17)

which is much less than a frame time and the algorithm

brought forward in this paper is real-time.
4 Conclusions

In this study, an eliminating stripe method for in-
frared images is proposed. This algorithm computes the
parameters of gain and offset in local window and takes
use of the succession of adjacent rows. In the process-
ing, according to the SNR of adopted thermal imager,
adaptive threshold AV and AV, are selected to elimi-

nate the influence of image edges and random noise.
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The experiment results and theoretical analysis indicate
that our algorithm can eliminate stripe noise effectively

and also can be completed in one frame time.
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