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A NOVEL FACE RECOGNITION METHOD BASED

ON LINEAR DISCRIMINANT ANALYSIS
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Abstract A novel face recognition approach based on the DCT and the LDA is proposed. First the DCT is used for dimen-
sion reduction,then LDA transform is performed on the lower space to exiract feature. The ORL face database and the SJ-
TU-IPPR face database are used to test our approach and the correct recognition rates of 97. 5% and 92.6% are obtained
respectively ,which shows that our approach is comparable with other approaches.
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Introduction

Face recognition has been of great interest in re-
cent years because its wide range of application such as
surveillance and securnty, identity authentication and
access control, etc][ I ]. Numerous methods have been
proposed for face recognition in the last decade. Among
all these approaches, a technique based on linear dis-
criminant analysis ( LDA ), which was also called
fisherfaces, has been proved to be a promising ap-
proach'*].

However, due to the high dimensionality image
space and the number of images in the training set is
much smaller than the number of pixels in each im-
age as usual, the implementation of standard LDA
will result in numerical unstable. So many approa-
ches based on LDA, often use the principal compo-
nent analysis ( PCA) approach to project an image
into a lower dimensional space at the first step, and

then perform the LDA to exiract discriminant fea-
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tures. But the first PCA step potentially loses useful
discriminant information that is important for the fol-
lowing LDA 2. Another drawback of the PCA is its
computational complexity 1.

To overcome the drawbacks of the traditional PCA
+ LDA approach, we propose a novel LDA algorithm
for face recognition in this paper. The new algorithm u-
ses the discrete cosine transformation ( DCT) to replace
the PCA for the dimension reduction at the first step,
and then perform the LDA to maximize the discriminant
power. We conduct the experiment on ORL database
and SJTU face database. The results show that our ap-

proach is effective.

1 LDA for Face Recognition

The basic idea of LDA is to find a linear transform
W, in such a way that the ratio of the between-class
scatter and the within-class scatter is maximized'?!. For
the M-class problem, the between-and within-class

scatter matrices S, and S, are defined as
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i , The inverse transform is defined by ;
S, = ZM( IJ»}(;L, #) s (1) M-1 N-1
g Azxy) = Z Z a(u)a(v) - C(u,v)
u=0 z=
Z _P'i)(xh —ﬁg)r- (2)
= 'cos[(zx + l)u'rr.]cos[ (2v+l)fm']
Where p,; is t he mean vector of class X, M 2N
forx=0,12,--- M-1,y=0,1,2,--- ,N-1.
u = L P=1,2,M or : y
M&xsx The af + ) is defined by:

M, is the number of sample in class X, w is over all
mean vector.

The optimal projection W, is

| WS, W |
W, = argmng = [w ,w,,,w,] (3)
Where {w, | i=1,2,---,n} is satisfied

i

S,w, = A S, w;

Sw, 1=1,2,-n (4)

A solution to Equation (4) is to compute the in-
verse of S
S.'S,.

number of training samples is much smaller than the di-

and solve an eigen problem for matrix

However, in face recognition problem, the

mension of the sample vector. The within-class scatter
So many LDA based ap-

proaches, first use the PCA to project an image into a

matrix S_ is always singular.

and then perform dis-
inl 2]

pointed out: the PCA step helps to remove null spaces

lower dimensional sub-space,

criminat projection using LDA. As Yu et al.

from both S, and S_. But the null space of S, contains
the most discriminant information for recognitien. In
addition to this, the PCA is computational expensive for
face recognition. So here we dont use PCA for dimen-

sion reduction at the step, but use the DCT.
2 DCT for Dimension Reduction

The discrete cosine transform ( DCT) is a popular
image compression method. As is known, its informa-
tion packing ability closely approaches PCA. Another
merit of the DCT is it can be implemented efficiently u-
sing the Fast Fourier Transform( FFT). DCT has been
widely used in image coding and face recognition'*!.
its DCT, C
{u,v) is obtained by the following equation:

2
VMN
el Cx +Dum), [Cy+1Dow
,26 ;f(x,jy) . cos{ oM ]LOS[ N ]
foru=0,1,2,--- M-1,0=0,1,2,--- N-1.

Given an input M x N image f(x,y),

Clu,v) = calu)alv)

1
a(w) = {ﬁ’

1, otherwise

w =0

Figure 1 shows a 92 x 112 8-bit face image {a) and its
DCT coefficients (b):From (b), it can be observed
that a large amount of information about the original im-
age is stored in a fairly small number of coefficients (in
the upper-left comer, corresponding to low spatial fre-
quency DCT components in the image). We preserve
these coeflicients ( suppose the size is n Xn) and set the
others to zero. We use these n x n coefficients ( other
coefficients set to zero) to reconstructed the original im-
age. Figure 2 shows the reconstructed images as n =7,
15,25,40; n=7; n=15; n=25 n =40.

Obviously more coefficients will improve the effect
of the reconstructed images. But for the case of face rec-
ognition, accurate reconstruction is not necessary, just
as in the PCA approach'**), Actually, more coefficients
do not imply better recognition results, because by

they may be representing more irrelevant
[6]

adding them,
information which is bad for recognition

The number of the DCT coefficients for recognition
can-be determined by the mean square reconstruction
error, just as the PCA approach in face recognition. It
is well know that in PCA approach, large variances are
stored in the eigenvectors corresponding to the large ei-
genvalue of covariance matrix. So we can select the
fraction of eigenvector by the eigenvalue!**!. For
DCT,

small group of transform coefficients.

large variances distribution associated with a

The relationship

(a) (U]

Fig.1 {(a) 92 x112 face image, {b) its DCT coefficients
A1 (a) 92x112 WARESHM(b) EH DCT TR
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Fig.2 The reconstructed images as coefficients n =7,15,
25,40
B2 FIAARKEAER=7,1525,40 MEREER

between PCA with DCT was discussed in details in -**
After reduce the dimension of the original face im-
age by using the DCT, we perform the LDA on the low

dimension space to extract the diseriminant feature.
3 The Proposed Face Recognition System

The proposed face recognition system based on
DCT and LDA consists of two stages: training stage and
recognition stage. Training stage represents a set of ref-
erence images as feature vectors that obtained by using
the DCT and the LDA described above. The feature
vectors are stored into a database. At recongition stage,
for a given face image, the system performs the DCT
and the LDA on it to get a feature vector, and then
matches it with those referent images stored in the data-
base to identify the facial image. For our system, the
nearest neighbor classifier is employed as classifier.
The system block diagram is shown in the Figure 3.
The preprocessing includes two steps, namely (1) ex-
tract face from the input image and (2 ) illumination en-
hancement by applying graylevel histogram. As many
face detection algorithm have been developed. This
system assumes that the face region has been extracted

from images.
4 Experimental Results

We use two face databases to test our algorithm.
One is from Olivetti research laboratory { ORL), the
other is from the Institute of Image Processing and Pat-
tern Recognition of Shanghai Jiaotong University.
4.1 Experiment on ORL Database

The ORL face image database is made up of 400
images of 40 individuals, 10 1mages of each person with
various in pose, illumination, facial expression. They
are grayscale images and the resolution of each image is

92 x112.

Training stage

Training [preprocessing| | DCT| y{LDA| |Database|

(=3

Recognition stage [ N
Probe iprenrocessi DCT LA M;ﬂ__,“”m
Image P o8 Result

Fig.-3 Diagram of the proposed face recognition system
A3 P RERE

In order to compare with other algorithm in litera-
ture, the first five images are for training and the other
five images are for test per class so that there are 200
training images and 200 test images in
total. Each image is down-sampled to 46 x 56 to reduce
some computational time.

4.2 Number of coefficients

Figure 5 shows on the ORL database, the recogni-
tion performance versus different number of DCT coeffi-
cients.

From figure 4, we can see that only 49 DCT coeffi-
cients (about 90% total variance) are enough to ob-
Using 49 DCT

coefficients, the best recognition rate for our new algo-

tained high recognition accuracy.

rithm is 97.5% . We compare our approach with others
based on ORL database. We list the recognition rate in
table 1.

From table 1, we can see that the recognition rate
achieved by our approach is better than most of other ap-
proaches in literature. In order to compare the speed of
our approach with Fisherfaces, We use the same com-

puter and the same programming language (Matlab6).
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Fig.4 Recognition accuracy versus different number of DCT
coefficients

B4 FREISHK DCT REHINIRMNEE


http://www.cqvip.com

330 g5 ZRKEER

2 %

Table 1 Comparison with some other methodsusing ORL

Table 2 Comparison with some methods using our data-

database base
%1 ORL A\BMEE FFAREEZHLE %2 SJTU-IPPR ARKIBEE FARANENXBERIER
Approaches Recognition Rate Approaches Recognition Rate
Eigenfaces [ 7] 90.5% Eigenfaces [ PCA ] 85.8%
Fisherfaces [3 ] 95% DCT 87.4%
HMM + DCT [7] 100% Fisherfaces 89.0%
DCT [4) 91% DCT + LDA 92.6%
DCT + LDA 97.5%

For the whole process ( training and testing ), the
Fisherfaces approach costs about 4min, but our ap-
proach less than 2min. . For recognition rate, the rec-
ognition rate of Fisherfaces is 94. 5% , which is close to
the result (95% ) obtained by Yu® . Our approach,
however, is 97. 5% , about 3% higher than Fisherfaces
approach.

~S. Eickeler et al'”’ use Pseudo 2D HMM + DCT
for face recognition, they report 100% corrected recog-
nition rate on the ORL face database (see table 1).
Unlike our method, they didnt perform DCT on the
whole image directly, but on the overlapping adjacent 8
x 8 sample windows top to down and left to right. The
DCT decorrelates the subimages and allows the use of
diagonal covariance matrices for the probability density
function of the HMMs. As the author pointed this may
has advantage for the recognition of a person tilting the
head. In other words, their method may be insensitive
to the change of pose.
4.3 Experiment on SJTU-IPPR Face Database

SJTU-IPPR face database i a large database com-
pared with ORL database. There are about 1000 ~ 1500
different images of 100 individuals. The normalized ima-
ges are greyscale with a resolution of 92 x 112. We se-
lect 10 images for each person, 5 for training and 5 for
test.

As the same conducted on ORL database, we use
only 49 DCT coefficients for our task. In table 2, we
list the recognition rates conducted on our database by
Eigenfaces approach, DCT approach, Fisherfaces ap-

proach and our approach.

From table 2, we can see that our approach also
outperforms Eigenfaces approach, DCT approach and

Fisherfaces approach on large database.
5 Conclusion

We have proposed a new face recognition approach
based on the DCT and LDA. Our approach exploits the
merit of the DCT for dimension reduction and for its fast
computational speed. By using the DCT replace the
PCA in the traditional Fisherfaces approach for dimen-
sion reduction, our approach can overcome the draw-
backs of the PCA in the traditional Fisherfaces ap-
proach. We use two face database to test our approach.
The experimental result shows that our approach is ef-

fective.
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