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SEGMENTATION BASED ON MUMFORD-SHAH

MODEL COMBINED WITH NARROW BAND™

WANG Zheng YANG Xin  SHI Peng-Fei

{ Institute of Image Processing and Pattern Recognition, Shanghai Jiao Tong Universitv, Shanghai 200030, China)
Abstract A segmentation model that combines the Mumford-Shah{ M-S} model and narrow band schenie of level set wax
presented. The disadvantage of Mumford-Shah model is computationally time-consuming. In each step of its iteration, the
data of whole image have to be renewed, which is unbearable for segmentation of large image or 312 image. Therefore, a
fast segmentation niodel was introduce, which combines the M-S model and narrow band scheme by a new inidalization
method. The new initialization niethad is based on fast marching methad, and the computing time decreases to O{ N} . In
each step of iteration, the new segmentation model only deals with the data in a narrow band instead of the whole image.
The experiments show that the two models can obtain almost the same segmentation result, but the computing time of

new narrow band M-S model is much less than that of M-S model.
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Introduction

The basic idea of active contour models or snakes
is to evolve a curve subjecting to certain constraints

and detect objects in that image. The classic snakes

,7,8,10
5:6.7.8.10) ;1se an edge-detector ac-

and active models'!*>’
cording to the local gradient of the image, and stop
the curve evolution on the boundary of the desired ob-
ject. But these models only detect objects with sharp
gradient edges. In case of the edges of low gradients

and nonzero stopping function, the curve may pass

through the boundary!**’.
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In order to overcome this disadvantage, the sim-
plified Mumford-Shah{M-S) model was proposed by
Chan and Vese''2’. The simplified M-S model can de-
tect contour with or without gradient, for instance,

-at very smooth boundaries or even with discontinuous

. Although the M-S model is possible

boundaries' '3

to obtain satisfactory segmentation results, the data
of whole image have to be computed in each step of it-
eration and the computing time is unbearable, espe-
cially for big or three-dimensional image.

In this paper, we introduce a fast segmentation

model, which combines the M-S model and narrow
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band scheme using a new initialization algorithm.
The new initializtation algorithm modifie the fast
ﬁarching algorithm by withdrawing the sorting step,
and calculates the data in a narrow band. To accom-
plish the initialization, it only runs in O (N ) time
where N is the total number of the pixels in the im-

age.
1 Level set method and M-S model

1.1 Level set method

The level set method, proposed by Osher and
Sethian'?!, has the distinguished property of dealing
with topology change.

Let C(x,t)be a smooth, closed curve in Eu-
clidean plane moving with time along its nomal vector
field with speed F, x is the coordinate vector. Let {
{x,t) be the region closed by C{x,t). Define &(x,

t ) as the level set function associated with Q(x,¢).

T{x,t)>0in Q1)
d(x,t)=00on C(t) 1
D(x,t)<0.in Q1)

where }°(x,t) is the complementary set of {{x,t).
In equation (1), we can see that C{x,t) is the zero
level set of @(x,t). The evolving curve C is always
zero in the level set function. So the evolving function

of the curve is
O{C{x,t),t)=0. (2)

Differentiating the equation (2) with respect to
t, leading to a time-dependent partial differntial e-
quation.

+dC(x,r)

@ d¢

VP=05®,+F|lvol=0 (3)

with a given value of @(C{(x,t)=0). 1t is a kind of
Hamilton-Jacobi equation.

In the equation {3), the position of the curve,
which is also the position of the zero level set, can be
traced in each iteration step, no matter how the
topology of the curve changed. So, the level set
method has the property of topology adaptability.
1.2 M-S model

The M-S model uses the global information of

the image as the stopping criterion to segment the im-

age.

Define the closed curve C in the image plane,
which separates the plane Q into two parts, outside
and inside the curve. The method is to minimize an

energy function, defined by
F{cy,c3,C) = p ~ Length(C) +
v+ Area{inside(C)) +

AIJ luo(r,y) - c1|2d:€dy+

instde

AZJ kug(l‘,y) - Czlzdxdy, 4)
outside

where ;=>0, v=>0, Ai,A; >0 are fixed parameters,
and ¢y, ¢, are the average densities of regions inside
and outside the curve, separately.

According to the level set formula, the unknown
variable C is represented by the zero level set @ =0.
Using the Heaviside function H

[ 1, ifz=0

HG==1 if 2<0, (5)

and the one-dimensional Dirac measure 8,
-d
dgl=z) = dzH(")'

The first and second terms in equation (4) can be ex-

pressed as follows

Length(®=0) = JQ|VH(@(I,y))|dIdy
= [ 00(x,y) | VO(x,y)|dxdy

"Aera(@>0) = JDH(‘I'(I,y))drdy (6)

and the energy function can be written as
F(®,c,,c2) = #JOS(@) |v@|dzdy +

o| H(@)drdy+

AIJO 11 - ¢y 1PH(®)dxdy +

AZJO 1T = ¢y 131 - H(®))dzdy. (7)

In the equation {7), I is the gray level of the image
pixel.
The above equation (7) is solved by Euler-Lagrangian

equation.
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!QHI'.\’)H{@)dxdy

l‘l(@) = ~ s
H(®)drdy
2

o

| 1(ro)(1 = H(®))dzdy
Cz(@) = =2 r M
]qu — H(®))drdy

v &
ds | v |

/\1(1(I~y) - t‘l)z + '\2(1(1'»}‘) - 52)2]~
P{0,r,v) = ®yl{r.y).

Jd

— g -

= S(Q)E#V .

) (8)
c (@), cy(D)are the average gray level. And ®(0,
7, y) is the initial condition.
Then we get the iteration formulation
LN
At g

:‘JEAI I dl; @7:‘:,1 \ -
Ilz T [’\/?Ai @:r‘})zl/h: + ( ;td+ - @::‘J~1)2/hz}

¥y pntl 1

L+ LAY 4% 2, ;

h? NV IRTEEN T @;’_J_l)z/th
L=o=2,(1, = e (D)) + a1, — ca(@7))? _
(9)

@7 ,is the value of level set function at the grid point

(i.j) in the n iteration. @7 ' is the value in n + 1
iteration. A_ and A, mean the backward and for-
ward difference operators as follows.

ALD, =, —D,_,,,

A% ®,,, =@y, D ,,

AP, =D, —D,

AP, =D, P, .

The M-S segmentation model overcomes the
shortage of the classical snakes model by using the

global information to make the curve stop at the edge

of the object.

2 New initialization algerithm based on the

fast marching algorithm

In this section, we introduce an initialization
method based on the fast marching algorithm. Using
the new initialization method, we can combine the
M-S model and narrow band scheme of level set to get

a fast segmentation model.

2.1 Fast marching method

The fast marching method is a numerical tech-
nique for solving the Eikonal equation-"'* .

Let T(r,v,z) be the time at which the surface
crossed a given point{ r,y, = ). The function T { .z,
v, <) then satisfies the equation

IvTIF=1. (10)

> “ " .. S2.15]
Using “entropy” condition ">

. the {ollowing equa-
tion is obtained.
[max(D, }T.0)° + min( D, 'T,0)" +
51
max( D, ¥T,0)2 + min( D, ¥T,0)?] = FI ,

H

-J

(1)
where D~ and D' are backward and forward differ-
ence operators as follows.

D;Tr=1T,,-T .,

D,;TT: T, — T,

bB,yr=1T ,-T, ,-1,

DJT=T,,,-T,,

The difference structure of equation{11) means
that information propagates from small values of T to
the larger values, which can be called and upwind
fashion. The upwind fashion is determined by the fol-
lowing fact. The velocity F is derived from the image
property, which is different from one point to anoth-
er. When two points have the same geometrical dis-
tance to the curve point, but their speeds are not e-
qual, consequently the reaching time of each point is
not equal. The upwind fashion needs a sorting step to
make sure that the points accepted previously have
smaller reaching time than latrer points. And the
sorting step increases the marching time to O(N log
(N)).

If the speed term F is a constant, i.e. F = ¢,
then starting from the initial front, the points will
have same reaching time if their distances from the
initial front are the same. So the sorting step ean be
omitted, which can save O {log( N)) time and re-
duces the marching time to O(N). In the initializa-
tion, the velocity is independent of the image proper-
ty. So it is reasonable to have F = ¢.

2.2 A fast initialization method
THe initialization algorithm classifies the points

on the plane into three states:
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(1) Alive means the point has been computed;

(2) FarAway means the point has not been
computed;

(3) Trial means the point is in the waiting ar-
ray.

Let the speed term F = 1, then the distance is
numerically equal to the reaching time. So the value
of reaching time can be substituted for level set dis-
tance.

The first step is to take the points whose dis-
tance is less than or equal to 1 into Trial region.

(1) Store the coordinates of all the points that
are tagged as “CURVE”in an array CA.

(2) Access the array from head to tail in order.
Let p, be the accessing point. I p,’ s distance is equal
to zero, get the neighbor points ¢,,j € (1,2,3,4)
around the p,.

(3) If g, is not tagged as “CURVE", calculate
the reaching time of g, using the equation (11), in-
sert g, at the tail of another array NA ., tag q, as
“NEIGHBOR”. At the same time, record p, as the
nearest point on the curve of g,.

(4) If p, s distance is not equal to zero, calcu-
late the distance of p; and insert p; into NA. Then
find the corresponding point p, of p, on the other side
of curve, calculate the distance of p, and insert p, at
the tail of NA, tag p, as “NEIGHBOR™. And
recording the nearest point of p, as the nearest point
of p,.

(5) Loop the above procedure until all the points
tagged as “CURVE"were accessed. And Get the new
array NA.

The second step is using the array NA, get the
distance of all the points in the image plane.

(1) Get the first point p; in NA, record it and
delete it from NA. So every time we access the first
element in NA.

(2) Obtain all the neighbor points g,.; € (1,2,
3,4) of p;.

(3) If g, has been accessed, omit it.

(4) If g, has not been accessed, calculate its
reaching time according to its neighbor points which
has been accessed, insert g, at the tail of the array
NA, tag q, as “NEIGHBOR". At the same time,

record the nearest point of p, as the nearest point of
q,-

(5) Loop until all the image points are accessed.

3 Mumford-Shah model combined with nar-

row hand

If segmenting objects in the whole image plane,
it may be a time-consuming process. Fortunately, the
level set method has a fast scheme named narrow
band scheme. But the scheme can be only used after
proper initialization. If the initialization uses the
sweep algorithm proposed in [ 161, the narrow band
scheme cannot be used correctly. Using the above ini-
tialization, we can combine the narrow band method
of level set and M-S model to get a {aster algorithm
for image segmentation.

The narrow band is a neighbor around the curve
with radius &8 (Fig. 1). We only initialize when the
curve evolves inside the narrow band. To form the
narrow band, a threshold & is given to stop the ini-
tialization. When the distance is bigger than &, the
point is not taken into the array NA. As the evolu-
tion curve reaches the edge of the narrow band, dis-
tance of all the points is bigger than & and the array
NA is empty. So the initialization stops automatical-
ly.

Then from the equation (9), we get the velocity
of all the points in the narrow band. In the narrow
band range, the M-S model is used to update the level
set distance at each point, and evolve the initial to-
ward the desired boundary. The whole procedure is as
follows.

(1) Initialize & by &;, n =0.Set a narrow band ra-
dius to get the narrow band region.

(2) Compute ¢, {(®") and c,( ®" )by equation (8)
(3) Extend the velocity on the current curve to all the

points in the narrow band.

Fig.1 A narrow band of width & around the zero level set

1 3k %EH
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(4) Solve the PDE in @ {rom equation (9), obtain
ot
(5) Check whether the solution is stationary. If not,

n =n +1 and repeart; else, stop the loop.
4 Experiment results

Several experiments are given to show the seg-
mentation results by proposed method. And the com-
putational time comparison between the two models is
given in Table 1.

In this experiment, the parameters are as fol-
lows: g=1,v=0,4;=2;=1,k=1.And note that,
the time space A¢ should be small enough. If Ar is
not small enough, it may exceed the edge of the nar-
row band in one iteration step. In our experiment,
Ar=0.0001.

In Fig. (2}, an ellipse is segmented in the artifi-
cal image. Figure (2a) is the image and the initial
curve. Figure (2b) is segmented by the M-S model.
Figure (2¢) is segmented by the proposed model. In

Fig. (3), the mirtral valve of the heart is segmented.

Figure (3a) shows the ultrasound image of heart and
the initil curve. Figure (3b) shows the segmentation
result by M-S model. Figure (3¢) shows the segmen-
tati\on result by the proposed model. In Fig. (4), an-
other heart image is segmented. From the following
experiments, we can see that the two models have the
similar segmentation results.

The comparison of computational time is given in
Table 1. We can see that the two models spend the
same iteration time to accomplish the segmentation
process, but the proposed model consumes much less

time than the M-S model in each iteration.
5 Conclusion

In the paper, we introduce a fast segmentation
model called narrow band M-S model that combines
the M-S model and narrow band scheme in a new ini-
tialization algorithm. The proposed model confines
the calculation in a narrow hand region. So it is faster
than M-S model, and achieves the same result as the

old model.

Table 1 Time comparison between the M-S model and the proposed model
X1 MSENEFELSHKNREXTLE

Image Method [teration times Average time of one iteration
M-S model 50 0.911
The artificial image

Proposed model 50 0.227
M-S model 25 1.472

Heart image 1
Proposed model 25 4.371
M-S model 160 0.963

Heart image 2
Proposed model 100 0.253

Fig.2{a) An artificial image and
the initial curve

H2(a) ATHEBREFIHEHL

Fig.2(b)

B 2(b)

SR
Segmentation result

by M-S model

Fig.2{c)

M-S s> B85 R | 2¢0)

Segmentation result by

narrow band M-S model
A M-SHERIN R R
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Fig.3(a) Heart image 1 and Fig.3(b)
the initial curve
B 3Ga) LHEEREMGHL B 3(b)

Fig.4(a) Heart image 2 and Fig.4(b)
the iitial curve
B a(a) LERGETHRES B 4(b)
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