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Abstract  An artificial neural nerwork wich the hidden layer consisring of wavelets was presented for the identification on
target profiles of step frequency MMW radar. The good localization characteristics of wavelet functions in both time and
frequency space allowed hierarchical multi-resolution leaming of inpur-output data mapping. The marhematic frame of the
neural network and error back propagartion algorichm were mtroduced. The procedure of the identification which uses
wavelet neural network was described in detail. Then the presented approach was applied 1o the targer profile identifica-
tion of step frequency MIMW radar. The results indicate that the method is valuable for target profile identification.
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Introdunction

Let A{x)E L% R) be the mother wavelet that
satisfies the admissibility condition, i.e.

A
2
JR'—%%@< oo, (1)

A
where A{w) is the Fourier transform of #{x). The
corresponding  families of dilated and translated
wavelets are defined by

ihm,n(-r) = a‘ih(a_m.r - Hlb),
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(tm.n) € Z°], (2)
where 2 and b are, respectively, the dilation and
translation parameters. By proper selection of a and
b, by oz are called discrete daughter wavelets
which may constitute the frame of L*(R).i.e.
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where / € LR), < Ay o0f >= th,,,.n(r)

F{e)de is the inner product, A >0 and B >0 are the
frame bounds. f A=B=1, {&, ,(£),(m,n)E
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Z*1 1s an orthonormal basis. In this case, it leads to

)= 20 <hparf> hplx) (4}

{m,m}E .
The outstanding characteristic of the wavelst

transform is that wavelet transform has good localiza-
ticn in both time and frequency Spaceil]. The lattice
points of the mother wavelets 14,, ,(z)} are located
on ([ #ba™, £ @ ™wy). The width of the time-win-
dow of h,, .(x) can be changed with the variation of
the frequency. This property is very useful for the
analysis of non-stationary signals and the learning of
the nonlinear function. In order to get a multi-resolu-
tion analysis, the transform projects f(x ) to differ-
ent scales. It is possible to select a set of wavelets to
get the best presentation of f(x} or the input data
for the network.

Based on the previcus discussion, the wavelet
neural networks{ WININ) can be defined as follows:

fux)=§wlhl(x):§:lw,h(Ia;b"), (5)

where w, € R,a, € R, and b, € R?, 4 is the di-
mension of the input, and N is the number of the
wavelet bases. a, and &, are chosen according to the
wavelet transform. The values of a, and &, construet
a regular lattice. The WNN can be used to implement
R?=>R mapping.

According to the theory of multi-resolution anal-
{21 an orthogonal wavelet basis can be construct-
ed. The orthogonal wavelet basis function of L?(R)

is of the form

ysis

b alx)=fa T h(2 ™2 - n),

{(m.n)E Z%, (6)
where m and n are the dilation and translation in-
dices. So, the orthonormal wavelet basis function
neural network can be defined by using the orthonor-
mal bases. The advantage of this network is that the
computational expense is greatly reduced. This paper
s organized as follows. In section 1, the properties of
wavelet network and learning algorithm are intro-
duced. In section 2, the application of the wavelet
neural network 1o the target identification of step fre-
gquency MMW radar is illustrated. And the method of
determining the structure of wavelet neural network

is presented. Then, the training procedure of wavelet

network 1s described. The results of identification on
the target of step frequency MMW radar are also giv-
en in this section. The experimental results show that
the neural networks obtain much better performance.

In section 3, conclusions are finally drawn.

1 Wavelet neural network and learning algo-
rithm
In terms of the results above, wavelets appear to
be a promising method in a feature space for idenrifi-
cation. The extraction of features in this case is the
inner products of a set of wavelets with the input sig-
nal. These features can be inputted to a classifier.
The major problem is which wavelets should be se-
lected and how 1o select. We consider the combined
classifier and wavelet feature detector given by '3
w0y =1 S, Entoa (22N )
- Ly=1 a=1 aJ
where r,(E=1,2,---, M) is the input for the kth
training vector X{(z), v (:=1,2,--,N) is the out-
put for the 7th training vector Y(#). M is the node
number of input layer, N is the node number of out-
put layer, K is the node number of hidden layer, and

flz)= 1

1+¢7 ¢
can be depicted as the neural network in Fig. 1. And

is & sigmoid function. This classifier

X=[r,, a2, 2]’ is the input vector, h(x) is

the mother wavelet function,

h(i,b.,,aj)=h(%2"‘b‘l).
Wyt W

W= : is the weight matrix,
Wy TEH,

Fig.1 Wavelet neural network diagram
for target identification

M1 AT BIRRA /S M A iEE


http://www.cqvip.com

184 L1 Yue-Hua. e a!.

[dentlflcanon on target profiles of MMW
radar based on wavelet neural nerwork 3

M
U, I;‘ll}hf\l bl,a1)
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K L;‘lxmf,b;{,aﬁ)

and ¥ = [y, y2, -+ ]

vector of the network.

T=yIWU] is the output

Figure 1 shows the wavelet neural network
{WNN). Onginally, the wavelet network contains
two layers. But, once the network is synthesized, the
two layers are changed into one because nonlinearity
does not exist between the layers. So, the WINN con-
tains the nonlinearity of wavelet function in the artifi-
cial neurons rather than the nonlinearity of the sig-
moidal function. The wavelet network classification
parameters wy, 2, and &, can be optimized by mini-
mizing an energy Tunction. We use the least-mean-
squares{ LMS) energy function for signal representa-

. 4.
thIl[ s .

i

L
E=1%

(df— )2, (8)

L

'\I

where L is the number of the training samples, d# is
the desired value of 3. Then the conjugate gradjent
method for adjusting the parameters of wavelet net-

weork 18
BE _ _ &b 1 —
aTX_'U - p:hﬂ:—flld: yf)}:(l M )
M
w, (Sxhli ba)), (9)
L
a—E‘=‘EEf\d‘“—v")y,(1 )
a, pTR=1
M dh{i,b ,a}
E _ _ $Shpgn sy
26, = ~ st Ty
M 2h{i b, .a,)’
. 5 i S Ml Mvast
v, Sa 55 ) o
wffl_ s_ﬁaaf.:+a‘ﬂwu (12)
7]
attl=at r;_E+aﬂw (13)
Birl=pt— qabE+afﬂw (14)

where £ is the iterative number, 7 is a positive coef-
ficient {step-size), and a is the variable factor.

The training procedure is implemented as fol-

lows: Step 1. a search direction is obtained by com-
puter. Step 2. using a variable step-size to compute
the new weight vector. At each iteration, step 1 and
step 2 are carried out by computer for the representa-
tion parameter vectors W, a and 6. It is better to
perform a line search to find the best step-size, since
this can greatly reduce the number of iteration needed

for convergence.

2  Using WNN for target identification of
step frequency MMW radar

2.1 Preprocessing

The step frequency radar was developed Irom
radar technology, and it is a simple method of trans-
mitting and receiving wide-band signals. This type of
radar transmits a series of individual {requencies in a
wide bandwidth B. and measures the amplitude and
phase of the echo signal at each frequency. The range
profiles are generated by applying an inverse DFT to
the echo signal. The methed has produced high quali-
ty information of subsurface structurest®’ . The major-
ity of the data used in this paper is taken from the ex-
periment. The particular dataset of step frequency
wavelorm is the signal consisting of a series of 128
pulses. Such data often obscures some {undamental
practical issues. So, data preprocessing and feature
extraction are very important. Feature extraction pri-
or to the identification must deal with different target
sige and target positions in the window of the range
profiles and normalization of target signals.

First, a signal-to-noise ratioc(SNR) of a single
range profile can be improved by taking a simple non-
coherent average over a sequence of profiles. Then,
in order to make the target more obvious in the win-
dow of the range profiles, the gain offset must be ad-
justed. Thard, in order to locate target position in the
window of the range profiles, we use the magnitude
of the Fourier transform of the range profile for posi-
ton invariant function. Here the magnitude of the
Fourier transform of the preprocessed range profile
forms a real feature vector. This feature vector is then
used in dimensionality reduction stage. The trans-
formed vector has appealing quality. For example, it

does not depend on where the target is in the window
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of the range profiles, and it is always the same length
regardless of the target size. This enables targets of
different lengths to be easily compared.

2.2 Target profiles identification of step frequency
MMW radar

Wavelet neural network was designed to recog-
nize the patterns of small car, small meral house and
reflectors. The data of experiment contain the sam-
ples of the car, the small metal house and the reflec-
tors. We selected 150 range profiles from each pat-
tern to construct the training samples. So, there are
450 training samples in total.

We use h{x) =cos{1. 75z )exp{ — z2/2) (ag
mother wavelet. When x goes larger or smaller, it
decays very rapidly. It can be proved that this func-
tion confirms the {rame condition. Let t ={:—&,}/

a, . then the gradients of E are

%k __ \L‘%{d”—v’)y (1-»)w Sz
aulg p‘:lz‘; 2 e [4 1 7] IA;‘[ z

cos(1. 75t exp{ — ¢ <t /2)), (15}

—_

£=—i§(d”—v”)y(l—y}w (ﬁr
da, Py e DA L A
[[t.75sin{1.75¢)exp{ —¢ X¢/2} +
cos(1. 750 )exp( — 1 % /21501, (16)
7
IE LN A
——= = VN g — | - R
ab, Fﬁa?ﬁ(d' ¥ixnll y!}ug(l_;]r,
[[1.75sin{1. 75 Jexpl — ¢ X +/2) +
1

cos{1.75¢)expl — ¢ % £/2)]=) 1. (1)

b.i'

We randomly set initial values of W between 0
and 1, dimension a, =6.00{; =1, ,10). The
number of wavelets is 10. After 1750 iterations, the
system error is reduced to 0.0008. Table 1 shows the
initial and final values of 2 and &.

Table 1 shows that the wavelet neural network
has adaptively created a wide range of daughter
wavelet 10 get the best mapping. So, it shows higher
identification rate as shown in Table 2.

In Table 2, the matrix shows the dassification re-
sults generated from identification on each 150 samples.
The numbers represent the numbers of classified pattems.
The percentages({ recognition rate) are given in brackets.
The average recognition accuracy is 94.22%.

Table 1 Dimensions and shifts in wavelet newral network
Fz1 hERERENRERNUR

Wavelet Dimensions Shifts
Nubmer Initial Final Initsal Final
a a b ]

1 6.00 213 .05 -1.32
2 &6.00 4.01 0.10 -0.57
3 &.00 713 0.13 -0.98
4 6,00 3.78 .20 -1.12
5 6.00 fi. 24 0.25 -0 &
B & 00 5.37 0.30 0.76
7 6.00 149 0 35 1.98
] 6.00 4.55 0 40 2467
9 6 00 5.56 0.45 374
w 6.00 6 13 0.50 5

Table 2 ldentification results on three target profiles
2 3HBH—HERROBNER

A ctual Classification
class Car House Reflector
Car 143 (95 33%) 4 (2 67%) 3 (2 00%)
Howse 2(1.33%) 141(94.00%) 7 (4 §7%)
Reflector 6 (4.00%) 4 (3.00%) 140(93.33%)

3 Conclusions

In this paper, a neural network with wavelet as
weight coefficients is proposed. Wavelet parameters
and shapes are adaptively computed to minimize an
energy function. The error back propagation algo-
rithm 1s derived. The wavelet basis function network
15 used for the classification of targets of step frequen-
cy MMW radar. [t has shown that the WINN is quite
promusing because it is very useful for the analysis of
non-stationary signals classification when the auto-re-
gressive terms are introduced into the network. The
advantage of using WINN is that the localizing charac-
teristic of the wavelets makes the estimation of re-
gression functions efficient. The discrete wavelet
transtorms provide guidelines for constructing the re-
gression algorithm. The experimental results show
that the methad is valuable for target profile identifi-

cation.
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