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Abstract

A new moving vehicle detection method in complicated background was presented. First., moving re-

gions are detected using the motien infermation of three frames by a statistical method, then the results of motion

segmentation are regulated using the region information produced by static segmentation. And an image enhance-

ment technique is proposed to improve the effects of segmentation. The results can be used as the basis of advanced

" vehicle control and traffic management in intelligent transportation systems (ITS).
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Introduction

In recent years many researchers have pro-
posed computer vision techniques in intelligent
transportation systems {(ITS). Computer vision
provides the possibility to extract complex. high-
level road traffic information such as congestion,
accident or fluid traffic, thus allowing efficient
planning of a path through the road network, or to
deviate the traffic. In order to extract this type of
information it is first necessary to segment moving
vehicles from the scene.

Methods based on optical flow or image differ-
ence are commonly used. Optical flow measure-
ment is difficult in areas of little texture or object
boundaries and computationally expensive. The re-

al-time method is required for applications in ITS,
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so we choose image difference to deal with this
problem. This method was primarily stated as sim-
ple pixel-based frame difference followed by
thresholding'l. In Ref. [2], an approach based up-
on sobtracting the current image from the back-
ground image was presented. The background im-
age is updated to account for changing external
conditions by a Kalman filter. This method re-
quires a certain number of frames until a reliakle
background is available. Recently statistical frame-
works are adopted to improve the results of image
Mitiche and Bouthemy™-

Markov random fields theory to regulate the mov-

difference. applied
ing region labeling results based on spatiotemporal
derivatives of three subsequent images. However.
this technique is highly computationally intensive.

All the above methods only use motion infor-
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mation. There are also some methods using model-
based techniques to extract vehicles from the im-
age'l. These are actually static segmentation

methods. In this paper we propose a method for

detecting multiple moving vehicles on highway. In

our approach motion and static segmentation are
integrated together to produce good results. An
image enhancement technique is presented to im-
prove segmentation effect. The algorithm is fast

and easy to realize in practice.
1 Motion Segmentation

The first step of the algorithm is the motion
segmentation. This module performs a segmenta-
tion between static and dynamic regions in the im-
age sequence by providing a set of binary masks,
which coarsely represent the shapes. and the posi-
tions of the moving objects. First we get the masks
of moving regions by image difference of three
frames, Dubuisson™ proved that if all edges in an
image are ramp edges. then the difference image d

(i,j) obtained by

dii,jy = | £, ) — (i, )] X
|f:(1’]) —fs(i’])l (1)

has non-zero value only at the locations of the edge
in the second frame, where fi(/, 2, fo(iy i) falis
77 are the gray value functions of three frames {not
necessary to be consecutive), respectively. This
difference image is then thresholded to produce the
masks of moving regions.

This approach performs sufficiently well if
moving objects in the sequence are well contrasted.
But it is difficult to determine the thresholds to
adapt to the changes along the sequence for differ-
ent moving objects. Moreover. if the contrast of
moving cbjects is not sufficiently high as compared
to the camera noise. there might not exist the
threshold able to get rid of noise and preserve the
motion information at the same time. To obtain
more tobust results, we apply a method to dynami-
cally change the threshold according to the se-
quence characteristics by taking into account the

statistical behavior of each pixel’s neighborhood.

The technique we have chosen was proposed by
Aach™™ first. It is based on that the noise that
causes changes can be supposed to be uncorrelated
Gaussian noise. Then we can discriminate the
changes due to motion from noise by methods of
hypothesis testing. Two hypotheses need to be de-
fined .

H,: there are not moving objects at image po-
sition [7.7].

H,: complementary of H,.

Suppose d-,,;11s the gray value of the difference im-
age at [.7]. Given the hypothesis H,. the proba-
bility P (d(, 1/H,? in which 4}, ; is different from
zero obeys a zero-mean normal distribution N(Q.s)
with variance o°. In order to make the detection
more reliable, we chose the test statistics as shown
in Eq. (2).

b= (%) @

Ir.sl :

where w?,_,is a window of width n centered at pix-
el coordinates [1, 7] {the window size can be 3% 3
or 5 X5},

From statistical theory™ we know that P
(AR, 1/ H ) obeys a x*-distribution with # X n de-
grees of freedom. then we can apply a significance
test to determine the change at pixel [i.;7] because
of motion or noise according to Eq. (3):

a = P(AL 1> t/H,). (3)

If A% ,;at pixel position [{,/] is over the threshold
t., we mark the pixel as changed. Two parameters
need to be determined beforehand. The variance o*
of the camera noise can be obtained off-line. The
significance level a should be below 107° to in-
crease the reliability of the results. With existing
tables we can obtain the corresponding value of ..
Furthermore, in order to obtain a better result
we add a preprocessing step to the above motion
segmentation method. The following mask is pro-
posed to enhance the edges and contrast of the im-
age.
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The enhancement effect of this mask can be seen
by the following analysis. The neighborhood of a
step vertical edge MN is shown in Fig. 1. Suppoese
that the pixels on the two sides of the edge have
the same gray levels. respectively (represented by
“«"and * ). The {ollowing results can be ob-
tained from the convoluticon of the mask with the
neighborhood

1. The gray values of the pixels on the left
side of the pixel “a” and the right side of the pixel
“b™ are magnified 121 times.
“a" and “b” is

e

and “¢”,

2. The step edge between
changed into the ramp edge between “3”
3. The edge gradient is magnified 13L times.

Similar results can be obtained for the edge in

the other directions. When L>11§. the above mask

has the effect of enhancing the contrast of the im-
age and the larger value of L can produce better re-
sults, if only it doesn’'t make gray level satura-
tdon. This mask is applicable when most pixels in

the image have gray level less than 255/12L. In

this paper L is chosen as %

Finally. a 2-D median filter is applied on the
difference image in order 1o smooth the masks
boundaries, and small regions are eliminated. Fig-
ure 2{a} is one frame of a traffic image sequence,
The obtained masks of moving regions without en-
hancement are shown in Fig. 2(b), and those ob-
tained with enhancement shown in Fig. 2(c). Mo-

tion segmentation only provides us with coarse rep-
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Fig. L The neighborhood of a vertical edge
Bl ST

resentations of the moving vehicles. Due to trans-
parency and aperture effect, some parts of the
moving objects are not detected as changed. A re-
finement process is thus required to extract a more
accurate representation ol the cbject shapes. We
present a meihod integrating static segmentation to

improve the detection results.
2 Static Segmentation

The second step of the method is the static re-
gion segmentation. The purpose of this step is to
divide the image into homogeneous regions, We
choose Felzenszwalb ' s region segmentation ap-
proach as the basis for our algorithm!®. Felzen
szwalb treated image segmentation as a graph par-
titioning problem. In such apprdaches there is a
graph whose nodes are in one-to-one correspon-
dence with pixels of the image. Certain nodes are
connected by edges whose weights meausre the dis-
tance beiween the corresponding pixels in scme
feature space. Central to Felzenszwalb's approach
is a function that decides whether or not it makes

sense for two regions to be distinct. A particular
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Fig. 2 The motion segmentation resules

{a) the original image {b) result withoutr enhancement {c) result with enhancement
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Fig. 3 The region segmentation results

(&) result without enhanrement. (b? result with enhancement
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function that measures the diflerence between two
regions relative to some property of each of them is
defined, The property is derived from the entire
region. rather than from some local or fixed-size
neighborhood. An important characteristic of this
method is its ability to preserve details in low-vari-
ability image regions while ignoring details in high-
variahility regions, This assures that the segmenta-
tion results are neither too coarse nor too fine.
Our approach differs from Felzenszwalb's in
the definition of the edge weight function. which in
Ref, (8] is the absolute intensity difference be-
tween the pixels connected by an edge. A new item
is added 1o measure the texture information. which
is delined as the absolute difference of the response
to a DG filter between the same pair of pixels.
We still need to apply the above enhancing method
first. The above mask can enhance the edge gradi-
ent, thus the regions with small intensity differ-
ence can be separated correctly, By contrast, the
region segmentation result without enhancement
for the frame of Fig. 2(a) is shown in Fig. 3{a),
and that with enhancement shown in Fig. 3(b).

3 Integration of Motion and Static Seg-

mentation

Motion and static segmentation produce a list
of regions, respectively. The result of motion seg-
mentation is very rough. We integrate the above

two steps to produce a result more close to the true

shapes of the vehicles. Suppose O is the connected
region produced by region segmentation, . is the
total number of pixels in C,. and a7 counts the
number of pixels which helong to motion regions.
If »/#n, is larger than the threshold, C is consid-
ered to be part of a moving vehicle. Thus a new
group of connected regions C, is produced. By this
means the undetected moving parts due to trans-
parency and aperture effect can be found. The
threshold »”/n, is chosen to be 0. 5. This wvalue
can’t be too large to compensate for transparency
and aperture effect. Some background regions that
have the gray level very close to the moving objects
may be also taken as the motion regions. So 7,
should be refined further. From the gray-level his-
togram we can see that the gray level of the road 1s
within a small range around one peak I;. Al
though there may exist several peaks. it's not dif-
ficult to find the peak corresponding to the road
background. Using this prior knowledge we can
regulate ', by the following method.

In each connected region (7, ;

{a} Is the current pixel a boundary one?

(b) Yes. Suppose [I' is the gray value of the
current pixel. If the difference between I: and I} is
greater than the threshold (can be chosen as the
distance between the peak corresponding to the
road and the nearest dip in the histogram ), the
pixel is in the motion regions. Else it is removed.

Search the next one in the connected region (.. Go
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Fig. 4 The segmentation results of sequence 1
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Fig.5 The segmentation results of sequence 2
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(c) No. Search the next pixel in the connected
region {”.. Go to (a).

The final segmentation results are shown in
Figs.. 4&5. Each shows the segmentation results of

the two different frames in one sequence. In the

left is the image after ecnhancement. In the right
are the segmentation results. For most vehicles the
results have been very close to their true shapes.
All vehicles can be located correctly. But the result
for the vehicle labeled as #1 in Fig. 5 is not per-
fect. There exists a large shadow region on one
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side of the vehicle . where edge characteristic is not

distinct. This case will be studied further.
4 Conclusion

ln this contribution a method integrating mo-
tion and static segmentation is presented for traffic
surveilllance, Tt is applicable 10 the case of multple
vehicles. The background can be arbitrarily com-

plicated and contain many nonmoving abjects. The

result can be used to monitor the traffic situations

and can be used as the basis of further classifica-

tton and recognition.
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