Ol
HloBELM
2000 f¢ 2 A

MG E Kk K ¥R
J. Infrared Millim, Waves

Vol, 19, No. 1
February. 2000

A GENETIC ALGORITHM APPROACH TO
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Abstract

A new two-stage calibration method based on 1he close Tnrm solution and genetic algorithm was presented. In

the first stage. the distortion parameters were ignored, The internal and external parameters were estimated by least

square algorithm. In the secund stage, the parameters estimated o the first stage were used as 1nitial values, Taking ac-

count of the camera distortions s all parameters were optimized by genetic algorithm to get exact solutions. Because the al-

gorithm optimized the ratatinn angles dicectiy s the urthonormal constraints were easily satsfied 1o the present method.

Morenver . the approach simplified the calibration process.
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Introduction -

Camera calibration is an important issue in the
field of machire vision. In recent vears. the tech-
niques of computer vision are widely used in many
applications . and the need for accurate measurements
is increasing. A well-calibrated camera can present
not only accurate images for geometrical measure-
ments but also a good foundation for the matching
and reconstruction of stereo scenes--1,

The existing techniques for camera calibration

can be classified into three categories; linear opti-
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muzation approach-*, nonlinear optimization approach
and two-stage approach™". The most widely used
techmique is the two-stage approach. Tr divides the
calibration parameters into several groups. e. g. two
groups. In the first stage. all external and major in-
ternal parameters are estimated by solving linear e-
quations based on a distortion-free camera model. In
the second stage. the remained"*or all™ parameters
are obtained by nonlinera optimization. which takes
account of distortions of camera. Compared with the
linear optimization method. the two-stage approach

can solve many distortion parameters of camera. and
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its computational work is less than that of the nonlin-
eat optimization method.

The alore-mentioned approaches have a common
disadvantage . i. e. they can not guarantee the or-
thonormal constrains of rotation matrix. This paper
pfesents a new ralibration method on the basis of
least square algorithm and genetic algorithm. [t pro-
vides not only accurate soluitions but also orthanor-
mal rotation matrix. Moreover,it simplifies the cali-

bration process.
1 Camera Models and Parameters

Figure 1 illustrates a pinhale camera model and
four coordinate systems that are frequently referred

N cOmMPpUter vision.
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Fig. 1 A pinhole vanera niodel
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1. A world coordinate system Xw-Ywu-Zw: a
referenced 3D orthogonal coordinate system;

2. A camera coordinate system Xe-Ye-Ze: its o-
rigin coincides with the optical center of the camera.
and the Zc¢ axis coincides with the optical axis of the
camera ;

3. An image plane coordinate system r-y: a 2D
orthogonal coordinate system. [ts origin is the inter-
section of the optical axis with the image plane. and
the & and y axes are parallel to the X« and Y axes,
respectively.

4. An image coordinate system ¢-7; Iis origin lo-
cates on the upper left corner of the image plane. In
the case of digital images.i is the row pumber, and j
is the column number.

Considering a pinhole camera model. which does
not involve distortions, the transformation to convert
the world coordinates to image coordinates is ex-

pressed by .

X, X

= |y|=Rlw|+T e

R
@ N

1 hii}
where R denotes the rotation matrix, T denotes the
translation vector, and S represents the effective fo-
cal length. Formula (1} can be converted 1o a com-

posite matrix {orm:

[z, x,
f LS TRE AT R S TR §
Ye
z, = |ryq Fn fn i 2)
7 Z

Al T Fao 4

Because of the imperfection of manufacture. the
image plane coordinates of a point are often subject 10
camera distortions that can not be neglected in the
case of accurate measurements. This paper considers
three types of distortions: radial, decentering and
thin prism distortions " Let {r',3') be the estimat-
ed values of {r.y), the image plane coordinates are
corrected by ;
r=ux 4+ &,

=z 4+ hrr 4+ Y+

A3ty 4 2p’ Y 4+

s’ + ¥
y=y 4+,

=y + Ayt + ¥y +
2p 3’y + P 4 B +
s’ 4y

where &, and &, denote the distortion errores with

€3>

respect to (x'.3') . In practice, a digital image only
presents image coordinates, (f,j}.{or a point. If (s,
72} denote the image coordinates that coincide with
the origin of image plane coordinate system, then
{xr"+¥") can be expressed as:

=i = e, ¥ o= — j)e, 4
where @, and @, denote the coefficients that convert
image coordinates to image plane coordinates, and w,
<0y w,>>0. From the manufacture specification. we
can get the row and column distances, & and d,. be-
tween adjacent photoelectric elements in CCD array.
Translating signals from CCD to computer is a D-A-
D process that is harmonized by line-synchronizing
signals. Generally, , and @, can be approximately

expressed as Eq. {(5). However, due to the frequency
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errores and small tilt of CCD array. etc. « @ and @,
should be re-estimated in practice.
o =—d, w

_ Num. of the CCD elements in column direction
~ Num.of the image pixels in column direction
Now. we can state the calibration problem as

d,. (5)

follows: Given a sufficient number of control points
P, with their world coordinates (Tum+ Yums Zum I and
corresponding image coordinates (i., j.). evaluate
camera’s internal parameters (iu«jo @, w,, f). exter-
nal parameters (R,T) and distortion parameters (#,,
Preparsias:).

This paper adopts a two-stage approach to cali-

brate all parameters. First, use a distortion-free
rz, fff'n + tora fore + (W
= |= f;rzl + jra f,r:: + fuFa
z, Fap Fin

where f, = f/w <0, f, = f/@,> 0. Without loss of
generalization. let £,>0. In other words, We put the
world coordinate system in front of camera, then di-
vide the first and the second lines of Eq. (§) by ¢,.
Thus. we can derive (7) from (6).

au(forn + i) +

YulFiry + i) /s +

2o {firis i)/t —

Py iT /Ty — Fygl yo /8, —

) ruizy/ts + (U + it )/t .
U fry + Jorad /it +

Yulf ra + jorsn)/t, +

2o rm + forss) /ey —

radrul/ta— Fojyllt, —

Fajrulty + (f,-h + 1)/t

i =

Let

A, = [(f--"n + torn it

(f.-"l:: * forap )/t

where C=0{ij.o. i "
":cml Yt Ty O 0 0 — iz
0 0 0 Tu Yu By — /T
B=]: i : :
Tun Yim ZTun O ] 0 —i.Tu
(0 0 0 Zu Yo Zuw — juTun

model e. g. pinhole camera model and least square al-
gorithm to estimate all external and part of internal
parameters; Second, taking account of camera distor-
tions »a genetic algorithm is performed to optimize all
parameters, and the solutions in the first stage are

set as initial values.

Initial Estimation Based on Least Square
Algorithm

2

If camera distortions are not considered. image
plane coordinates (r.y) can be obtained directly from
(4). Substituting (4) into (2), we can get the rela-

tionship between the world and image coordinates.

foru+ iy FE + i
Frra+ dwrss fia+ getal | (6)
i ‘ o
1
(firia + dora) /0, T
= (f,r, + i,r;) /1,
A, = [(f,rn + gora )ity (e + radin
yra + jurs) /6]
= (fr, + st ¥/t
A, = [ry/ty ro/ts ro/t ) =11,
A = [(f-fl + (s}t (f;f: + atad/t 7
A=[A] Al Al ATY (8
where r,=[r, r, r;]".
0,=[ry ram ral,
ri=[ry ry rals
R=[r, r, r.J.

If the number of control points is #, a composite ma-

trix form of (7) and (8) can be expressed as .

BA=C (9}
— 1 Ya = L 1 0
- jlywl — % ) 1
- !lnytvn T alum 1 0
- Juywn - j.zu- 0 1 J
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The unknown variable A is an 11-dimensional vector
in (9}. In order to get good estimation. the number
of control points should not be less than 6. Thus. a
least square solution to (9} 1s (10).

A = (B'By 'B‘C (10}
Because R iz an orthonormal matrix., we can dernve

most of the paramerers from A,

h= ﬁﬂ*

r, = HA,,

i, = BATA,,

o = GATA. a
Fo=—t A — Al

£=t]A, — jA|l

r,= (A, — i A/ S .

r, = (A; - jIIASJtiJ’,f‘J'

7,

51 }T; 0 fa
AN
1 £ ] [

o 7]

So far. most of the internal and external param-
eters are estimated by (11}, But f. e, and w, are still

unknown. Generally. @ and @, can be evaluated by

(5}, then f can be worked out further. Reference
[7] also introduced some reasonable mehtods to cal-
culate @, and w;. As mentined before, we ignored
camera distortions in this section. In order to obtain
good solutions . we used central points, which locate
around image center and involve few distortions in
this stage, and added more outer points in the next

stagel®),
3 A Genpetic Algorithm to Calibration

The existing calibration methods can not guaran-
tee the strict orthonormal constrains of rotation ma-
trix R. These approaches either orthonormalize R at
the end of calibration™*, or impose parts of con-
strains in the main algorithm!"-*), However, the com-
puting complexity is increased, and the veracity of
sclutions is reduced. In recent years. the GA (Ge-
netic Algorithm} is applied as an effective optimiza-
tion method to complex problem. and it is indepen-
dent of the problem itself. Therefore. we use a GA
in the second stage to hold the orthonormal con-
strains.

Let #.. 8, and £. denote the rotation angles
around the X..Y, and Z. axes. respectively. then R

can be expressed as.

cosfl,cosf, cosf.sinf, + sind sinf,cosf.  sinf,sind, — cosl,sind cosd,
R = | —coslsin,  cosbcos0, — sinsind,sinf, sind.cosd. + cosf,sind sind, 12}
sinf, — sinf,cosf, costcosd,

We put 4. .6, and 6, directly into the chromosome vec-
tor of GA to hold the strict orthonormal constrainas.

The initial values of 6,,8, and 6, are given by

1
f, = arc ran( —

)
r
Ta3
6_., = arc Sin(rm)v

! |

#. = arc tan[ -
Fir !

(13

The chromosome vector b is expressed as (147, and

it is easy to add new parameters (genes) to A
H= ':HI HJ, 6, [ ST PR f llg ju

W, w, kP P s ) (14)

As mentioned before, the starting values of 6 are
generated randomly on the basis of the solutions in
the first stage. The initial values of distortion param-
eters are determined by experience. and generally.
the magnitude is 107*~10"', Furthermore, we use a
parallel algorithm to expand the searching area. The
cost function E() of GA is defined by,

C
Eh,) = E}[(x‘,(br} — T 50+
(Y ulh,) — y, (5 ))0]"E (15}

where (7' (5,}.5' (5,)) are the estimated image co-
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ordinates of contral point P, with respect to chromo-
some b.. and they are obtained by (4) on the basis of
(ipejn). Then, (x.(,)» yuib}) denote the corre-
sponding expectation, which are worked out by (2)
on the basis of the world coordinates {um + Yum « ZumJ -
Our GA approach is described as lollows.

1. Generate a collection of N groups., and each
group includes M units. The chromosome of each u-
nit is determined randomly on the basis of initial esti-
mation or in a wide range. Let S denote the collec-
tion. G denote a group, and a superscript denote the
generation number 7. and subscripts denote the group

and the unit numbers. Set r=0. we obtain the initial

generafion units.
G'e SiG? = {b... 8. Bl
¥ ==1.2....ﬁf . (15)

2. Work our the cost funetion of each unit, E
(&,. and sort them in ascent order.

G = i,

E{H,) <

bt and
XU amn

3. Perform the replication operator to each

group. A few best and randomly selected units are

transferred from G to the next generation. The num-

ber of replications is &.
Gl = L !
=4 8. .. } {118

4. Perform the creation operator to each group.

Use random operator ¥() to create p new units.

Grl= (& B s 19y

5. Perform the mutation operatar to each group.
Select ¢ units from the afore-mentioned (£+ p) u-
nits, then change parts of their genes randomly.

Gl= gL 8.
P A (20)

6. Perform the crossover operator to each

11
1k ple -

group. If ¢ is a multiple of a constant integer. ran-
domly select two different units among all groups.
Otherwise, select them in the same group. Then ran-
domly choose a section of chromosome, and swap the

At the

section between these two different units.

same time, few genes are changed randomly. Repeat

the crossover operator [ M- (k+p~+q)] times.

GII‘T] i {b‘:rl bl-rl..-
AR (21}

+1
H;Il+p]- ..

7. Increase the generation ¢ by one. and select

the best unit among all groups as current solution.

tr=t+1
by = (UL |EWL0 )

bl L
= MIN(MIN(E{&,)) )1 (22

—1 =1
2. Examine the termination criteria. If t>> mar

or E(#,. .Y < e, then halt the procedure. and output

bin. Otherwise loop to the second step.

4 Experiments and Results

We define NCE (Normalized Calibration Error ).

which is similar to [6]. as an evaluvative criterion.

4

NCE = lg{(: — 2y
T =

—_ y‘m) ] -
22 T+ D12
(23)

where (z,.,»Y.urZ.) denote the expectation of camera

coordinates, which are calculated on the basis of
{Zum+ Yum1Zwa) by (1). Then (1' ..y .,) dencte the
corresponding estimated values, which are worked
out an the basis of (i,.;.) by (4),(3) and (1). If
NCE =1,
proach is good. On the contrary, if NCE =1, the

the performance of the calibration ap-

In the experiments. we used an
The hardware
platform is P T 266 + 64M RAM and the program-
ming language is C+ 4. The results are given in
Table 1.

In Table 1. NCE becomes a little bigger while

the number of contraol points s increased. This is be-

performance is bad.

interactive program to pick points.

cause more outer points are used in the latter expert-
ment. and these points introduce more distortions
and errors t0 the calibration. Since the genetic algo-
rithm is a kind of long-term computing work, our ap-
proach is suitable for off-line calibration. However,
these problems do not influence good performance of
the calibration method. Obviously, it holds the strict
orthonormal constrains of rotation matrix, and it is

universal and eflective 1o different camera models.
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Table 1 Calibratlon results and performance
1 EEMRMERE
Points num. 1& 20 30 Points num. 10 20 30
central fouter 674 1¢/10 10/2¢ central fouter 674 10/10 10/20
a, 32.0743° 2.0774° 2.9824° 2 . D006 0. 0021 0. 0030
éa, —1.8593° —1.9276° —1.9337° b 0. 0005 1. 0039 0. D047
4. — 3. 3386° — 5. 40157 -~ 5. 4263” A . 0031 0. 0065 0. 0070
Himm?) 35.7 35.4 34.9 52 0, 0028 0, 0048 0. 0052
fz{mm) 4B. 2 a0. 6 iz2.1 NCE 1. 0847 1, 1003 1. 1065
. 30mm} 1745. 3 1751, 4 1747. 1 Time(s} 21 67 @3
fa{pixel) 117 120 118 Control parameters of GA
Jolpixely 173 172 172 N 10
w (pm/ pixe] } —14. 995 ~— 14, 951} —14.924 50
ar{pm/pixel } 13, 583 13547 13.539 k B
Jtmm) 27.7 28. 3 28.1 p 8
J 0.0833 0. 1216 01290 q 6
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