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Al~tract A new two—stage calibration method based on the c]ose form soLution and genetic algorithm w&s presented in 

the first stage t the distortion parameters ignored． Fhe internal and external parameters were estin,ated by least 

square algorithm．In the second stage-the parameters estimated in the first stage were used as initial values．Taking ac 

uount of the camera distortions-all parameters were optimized by geltetic algorithm to get exact solutions．Because the at— 

gorithm optimized the rotation angles directly·the orthonorma[constraints were easily satisfied in the present method． 

Moreover，the approach simplified the calibration process． 
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一 种精确标定摄像机的遗传算法方案 

黄海髓 戚飞虎 

(上海交通大学 再丽丽举写_王 上海，200030) T 'lp ． ／ 

摘要 摄像机标定的一十重要问题是既要保证参数估计的精确性．又要满足蕨转矩阵正寅约束条件．丰文在线性优化和 

遗传算珐的基础上提出了一种新的厦段标定方案．第一时段．在忽略畸变参数的情况下．利用最小二乘法估计摄像机 内 

外参数．为减少畸壹影响，丰阶段l仅考虑图像中心区域的标定点；第二跻段．以第一阶段的估计值为初始值．并考虑摄像 

机畸变的影响-根据整个图像范围曲标定．点．利用遗传算法优化摄像机的所有参数以获得精确解 由干访算法直接佳化 

摄像机的旋转角度-所以本文的标定方案能够喜导地满足旋转矩阵正褒约束条件．此外．采用遗传算法也苘化了摄像机 

标定过 程． 

关t词 摄像机标定，遗传算法．计算机视觉． 

Introduction 

Camera calibration is an important issue in the 

field of machine vision． In recent years，the teeh— 

niques of computer vision are widely used in many 

applications，and the need for accurate measurements 

is increasing． A well—calibrated camera can present 

riOt only accurate images for geometrical measure— 

ments but also a good foundation for the matching 

and rec0nstfuction of stereo scenes _1． 

The existing techniques for camera calibration 

call be classified into three categories：linear opti一 
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mization approach ，nonlinear optimization approach 

and two stage approach 。～ ．The most widely used 

technique is the two stage approach． It divides the 

calibration parameters into several groups，e．g．two 

groups．In the first stage，all external and major in 

ternal parameters are estimated by solving linear e— 

quations based on a distortion free camera mode1．In 

the second stage，the remainedis．7]or all c ]parameters 

are obtained by nonlinera optimization，which takes 

account of distortions of camera Compared with the 

linear optimization method，the two—stage approach 

can solve many distortion parameters of camera．and 
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Abstract A new two-stage calibr:ition method ba~ed on lht' clO~t' JrJrm solution and genetic algorithm was prt'.sented. In 

the fr.n:.t stage. the d;~tortion param~t~r:<. were ignm ... d. Thl:' imt.:rnal and external parameters we!~ e~t1mated by l~a."t 

square algorithm. In the sec-una stagi:'. the parameters e:-.t1tl1.ated In the first stagi:' were used as lnitLfll values. Taking ac

cOUnt of the camera distorti:on~. all paraml:'t€'rs wert' optlmlzed by ~enetlc algOrithm to get exact solutions. Because the al

gorithm optimized the rotation angles dl~ectly. the urthonrHmill constraints were easily .... atisfLed In the present mt-thad. 

Moreover. the approach simplified the calibration process. 
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Introduction . 

Camera calibration is an important is~ue in the 

field of machine vision. In recent years. the tech~ 

niques of computer vision are widely used in many 

applications. and the need for accurate measurements 

is increasing. A wen~calibrated camera can present 

not only accurate images for geometrical measure~ 

ments but also a good foundation for the matching 

and reconstruction of stereo scenes: 

The existing techniques for camera calibration 

can be classified into three categories: linear opti~ 
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m[z8tion approach ~~J. nonlinear optimization approach 

and two~stage approach::'-'~:. The most widely used 

technique is the two-stage approach. It divides the 

calibration parameters into several groups. e. g. two 

groups. In the first stage. all external and major in~ 

ternal parameters are estimated by solving linear e

quations based on a distortion-free camera model. In 

the second stage. the remainedC:i.7]or all[6] parameters 

are obtained by nonlinera optimization. which takes 

account of distortions of camera. Compared with the 

linear optimization method. the two-stage approach 

can solve many distortion parameters of camera. and 
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its c。mputati。na1 work is less than that of the nonlin— 

ear optlmization method． 

The afore mentioned approaches have a common 

disadvantage， i．e．they can not guarantee the or— 

thonorma1 constrains of rotation matrix．This paper 

presents a new calibration method on the basis of 

least square algorithm and genetic algorithm．It pro— 

rides not only accurate soluitions but also orthonor 

mal rotation matrix．M oreover，it simplifies the cali 

bration process． 

1 Camera M ode|s and Parameters 

Figure 1 illustrates 

four coordinate systems 

in corl~puler vision． 

a pinhole camera model and 

that are trequently referred 

Fig 1 A pinhole ca~lera model 

图 1 小 L摄像机模型 

1． A world CO0rdinate system X —Y 一Zt ：a 

referenced 3D orthogonal coordinate system ； 

2．A camera coordinate system Xc—Yc—Zc：its o— 

rigin coincides with the optical canter of the camera， 

and the Zc axis coincides with the optionl axis of the 

cam era； 

3．An image plane coordinate system —Y：a 2D 

orthogonal coordinate system．Its origin is the inter— 

section of the optical axis with the image plane+and 

the and y axes are parallel to the Xc and Yc axes， 

respectively． 

4．An image coordinate system —J：Its origin lo— 

ca res on the upper left corner of the image plane．In 

the case of digital images，i is the row number，and J 

is the column number． 

Considering a pinhole camera model，which does 

not involve distortions，the transformation to convert 

the world coordinates to image coordinates is ex— 

pressed by： 

了 R匡 +T (1) 
where R denotes the rotation matrix，T denotes the 

translation vector，and f represents the effective fo— 

cal length．Formula (1)can be converted to a com— 

posite matrix form： 

： 

了 

了 

： 

[ rI 2 rz2 r3 FI 3 ／-23 ／-~i3 
Because of the imperfection of manufacture，the 

image plane coordinates of a point are often subject to 

camera distortions that can not be neglected in the 

case of accurate measurements．This paper considers 

three types of distortions：radia1．decentering and 

thin prism distortions：。。 ．Let( ．Y )be the estimat 

ed values of( ， )，the image plane coordinates are 

corrected by： 

= r + 嚣 

一 x + I ( + Y )4- 

P (3x Y”)+ 2p2 + 

． 
(3) 

Y = Y + ． 

= Y’+ Y “  + yr )+ 

2plx Y + P2(一 。+ 3y )+ 

2
“ 。+ Y ) 

where 8 and 8 denote the distortion errores with 

respect to ( ， )．In practice，a digital image only 

presents image coordinates，( ， )．for a point．If( o， 

)denote the image coordinates that coincide with 

the origin of image plane coordinate system ，then 

( ，Y )can he expressed as： 

_rf= ( —J。) ， y 一 ( — J。)叫_ (4) 

where¨ and ，denote the coe佑 cients that convert 

image coordinates to image plane coordinates，and o／i 

< 0+ > 0．From the manufaeture specification，we 

can get the row and column distances，d．and d，，he— 

tween adiacent photoelectric elements in CCD array． 

Translating signals from CCD to computer is a D—A— 

D process that is harmonized by line—synchronizing 

signals．Generally， and can he approximately 

expressed as Eq．(5)．However，due to the frequency 
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its computational work is less than that of the nonlin

ear optimization method. 

The afore-mentioned approache:-1 have a common 

disadvantage, i. e. they can not guarantee the or

thonormal constrains of rotation matrix. This paper 

p~esent~ a new calibrcuion method on the basis of 

least square algorithm and genetic algurithm. It pro

vides not only accurate soillitions but also orthonor

mal rotation matrIx. Moreover, it simplifies the cali

bration process. 

1 Camera Models and Parameters 

Figure 1 illustrates a pinhole camera model and 

{our coordinate ~ystE'm~ that are frequently referred 

in computer vision. 

Xc 

Dc 

Zc 

Y __ .. JZ~ 
~y,. 

Yc Ow 

FLg.l A pinholt:- camt'ra mfJdd 

m 1 IHLJlIf1tIll~'l'i 

1. A world coordmate system XUI_¥w-Zu': a 

referenced 3D orthogonal coordinate system; 

2. A camera coordinate system Xc-Yc-z,c: its o

rigin coincides with th~ optical center of the came[a, 

and the Zc axis coincides with the optical axis of the 

camera; 

3. An image plane coordinate system I-Y: a 2D 

orthogonal coordinate system. Its ongin is the inte[

section of the optical axis with the image plane. and 

the .r and :y axes are parallel to the X{ and Y c axes, 

[especti"ely. 

4. An image coordinate system i- j: Its origin lo

cates on the upper left corner of the image plane. In 

the case of digital images.i is the row number. and j 

IS the column number. 

Considering a pinhole camera model. which does 

not involve distortions, the transformation to convert 

the world coordinates to image coordinates is ex

pressed by, 

~-~---------

(]) 

where R denotes the rotation matrix, T denotes the 

translation vector, and f represents the eHecti"e fo

cal length. Formula (1) can be converted to a com

posite matrix form: 

[I" [' r lz r l3 

::l [~l z, r~1 r ZZ r~l (2) 
fY 

r:.~ r,n <I 

-, 
Because of the imperfection of manufacture. the 

image plane coordinates of a point are often subject to 

camera distortions that can not be neglected in the 

ca~e of accurate measurements. This paper considers 

three types of distortions: radial. decentering and 

thin prism distortions:~,~J. Let (x' .y' ) be the estimat

ed values of Cr.),), the image plane coordinates are 

corrected by: 

.r = .r' + Il', 
= X' + kl..r'(X'~ + y'~} + 

h (3I" + Y") + 2p,I' y' + 
SI(X'~ + y'~) 

y = y' + Il'" 
= yl + k,y'(xTl + y'Z) + 

2p,x'y' + p,(.r" + 3y") + 
s~(X'~ + y'~) 

(3) 

where 8' ... and 8'" denote the distortion errores with 

respect to (x' .y' ) . In p[actice, a digital image only 

pre~ents image coordinates. (i ,j). for a point. If Cio • 

Jo) denote the image coordinates that coincide with 

the origin of image plane coordinate system, then 

Cr' ,y') can be expressed as: 

x' = (i - jo)w, y' = (i - )o)w
j 

(4) 

where w, and w, denote the coefficients that convert 

image coordinates to image plane coordinates, and w, 

<0. w»O. F[om the manufacture specification, we 

can get the [OW and column distances, d, and d" be

tween adjacent photoelectric elements in CCD array. 

Translating signals from CCD to computer is a D-A

D process that is harmonized by line-synchronizing 

signals. Generally, w, and 0), can be approximately 

expressed as Eq. (5). However, due to the frequency 
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errores and small tilt of CCD array，etc．， and 

should be re—estimated in practice． 

m．一 一 d． ∞． 

Num．of the CCD elements in column direction 
— 面 ，(5) 

Now ，we can state the calibration problem as 

follows：Given a sufficient number of control points 

P with their world coordinates( 一， ⋯  一 )and 

corresponding image coordinates ( ， )， evaluate 

camera’s internal parameters( 0， 0， ， ，，)，exter- 

nal parameters(R，T)and distortion parameters(女，． 

PI，P2， l， 2)． 

This paper adopts a two—stage approach to cali— 

brate all parameters． First． use a distortion—free 

rl】+ 0 

I ％+J 
L r3i 

r_z+ ior32 

r22+ 0r32 

／-32 

where} 一 }{m < 0，f 一f／mj> 0．Without loss of 

generalization，let f 3> 0．In other words，W e put the 

world coordinate system in front of camera，then di 

vide the first and the second lines of Eq． (6)by￡ ． 

Thus，we can derive(7)from (6)． 

i一‘ ( r_1+ iors1)／t 3+ 

( rI2+ ior )／t 3+ 

0 ( rl3+ io／-33)／t3 

r ix ／t 3— 1-32b 3一 

r33 ‰／ + (Ltl+lot 3)／t3 
J= ( r2 +Jora1)／ + (7) 

M (／，22+ J。r32)／t 3+ 

( r∞+ Jo 3)／t3一 

r3tj }t3一r"j t 3 

r∞ 3+(Lt1+j．t3)／t3 

A】一 E(Z．／-i】+ior )／t3 ( rl2+ior32)／t3 

where C=[ l J1．_．i JA 

B — 

y I 】 0 0 0 

0 0 0 J l 

z 慨 z 0 0 0 

0 0 0 z y z 

model e．g．pinhole camera model and least square al— 

gorithm to estimate all external and part of internal 

parameters；Second，taking account of camera distor- 

tions，a genetic algorithm is performed to optimize all 

parameters，and the solutions in the first stage are 

set as init l values． 

2 Initial Estimation Based on Least sqilore 

Algorithm 

If camera distortions are not considered，image 

plane coordinates ， )can be obtained directly from 

(4)．Substituting (4)into (2)，we can get the rela— 

tionship between the world and image coordinates． 

rl3+ ior 

fjr23+ J0r 

／-33 

] Xw y z 
1 

(6) 

(L／-1 3+ior33)／t ] 

= ( r + 。r3)／t 3 

A 一 [( r +J。 )／t ( r22+J。r32)／t 

(f~／-2a+jo／-33)／t3] 
= ( r2+ ^r3)／t3 

A3一 [ ／t 3 r32／t3 ／-33／t3] 一rft 

A．一[( fI+ 3)／t3 (Lt2+jot )／t ] 

A=[A A A AY3 (8) 

where r】；[ ／-1 2 ／'1 3] ， 

r2一[r 21 r23] ， 

r3一[r3_ n2 r3s] ， 

R—Er r2 ] ． 

If the number of control points is n．a composite ms 

trix form of(7)and (8)can be expressed as． 

BA = C (9) 

1Y 一 itz 1 1 0 

Jl五 一 J LY l — Jl L 0 1 

啪  ～ t 帆 一 t z 1 0 

J 咖 一 J — J．0瑚 0 1 

维普资讯 http://www.cqvip.com 

errores and small tilt of CCD array. etc. t 11), and 11), 

should be re-estimated in practice. 

(1),- = - d, w) 

_ Num. of tM CCD .um,nts in column direction d (5) 

- Num.of t~ imag~ piI~lj in column direction J' 

Now. we can state the calibration problem as 

follows: Given a sufficient number of control POInts 

PM with their world coordinates Cr ,.-,,,,, Y"'IJII' z ...... ) and 

corresponding image coordinates (im , j ... ) t evaluate 

camera's internal parameters (i".jo.w,.wJ,j). exter

nal parameters (R, T) and distortion parameters (k 1 t 

PI .P2,Sl .s~). 

This paper adopts a two-stage approach to cali

brate all parameters. First, use a distortion-free 

[
':z,] [Irn + i,r" 
}Z, = f,r ll + j,~rll 
z, r31 

where i.=J/w.<O,i,=i/w,>O. Without loss of 

generalization, let t,>O. In other words. We put the 

world coordinate system in front of camera, then di

vide the first and the second lines of Eq, (6) by t,. 

Thus. we can derive (7) from (6). 

Let 

i = .TU)(j,rll + iOr~l )/1 3 + 
y .. <i,r" + ',r,,)/I , + 
z,,-,<!,r lJ + ior;s)/tJ -

r"iz .. /t, + (i.t, + ',I,)/t., 

J = x .... (i}r Z1 + iOY 31 )/t~ + 
y .. (f,r" + j,r" )/1, + 
z .... (fJr2~ + jorn )/!; -

radx,jta-- r::,~jy,jtl -

r,,}zo/t, + (i,l, + Jot, lit, 

A, = [(i.r" + ',r,,)/t, (i.r" + i,r,,)/t, 

where C= [" },. , . i. f.Y 

x., Y., z., 0 0 0 

0 0 0 x., Y""1 z., 

B= 

x_ y- z_ 0 0 0 

0 0 0 x_ y- z_ 

(7) 

- i}x .... l 

- ilx .... } 

- i,.x ... ", 

- i~xwn 

3 

model e. g. pinhole camera model and least square al

gorithm to estimate all external and part of internal 

parameters I Second, taking account of camera distor

tions,8 genetic algorithm is performed to optimize all 

parameters t and the solutions in the first stage are 

set as initial values. 

2 Initial Estimation Based on Least Square 

Algorithm 

If camera distortions are not considered. image 

plane coordinates (XtY) can be obtained directly from 

(4). Substituting (4) into (2), we can get the rela

tionship between the world and image coordinates. 

~;: : ~:::] [::] 
I, 1 

(i,ro + ;0"33 )/t.lJT 

(/,r, + '"r, )/t, 

A, = [(i,r" + 'or,,)/t, (i,r" + "r,,)/t, 

(i,r" + j"r" )/t,Y 
(i,r, + f,r,)/t, 

AJ = ["~l/t~ '-U/t3 r33/t~JT = r3/t~ 

A, = [(J.t, + l,t,)/t, (i,l, + hl,)/I.J" 
[ T A = A, A[ Ar AfJ" 

where r}=[rll r" r}sJT. 

r z = [r2l r" r~3JT. 

ra=[ral r" r33Jr, 

R=[r, r, r,]T. 

(6) 

(8) 

If the number of control points is n t a composite ma

trix form of (7l and (8) can be expressed as, 

BA =C (9) 

- ilY""l - I LZuol 1 0 

- iIY-wI - ilz .... 1 0 1 

- i"Y .... - i,.z_ 1 0 

- j,.y- - i.z ..... 0 1 
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The unknown variable A is an 1 1-dimensionaI vector 

in (9)．In order to get good estimation，the number 

of control points should not be less than 6．Thus．a 

least square solution to(9)is(10)． 

A 一 (B B) -B C (10) 

Beeause R is an orthonormal matrix．we can derive 

most of the parameters ftom A： 

=一t IlA，一 A；{ 

=  IA 一^A ll' 

r = (A 一 A ) ／L， 

一 (A：一 A ) ／L 

--  

So far．most of the internal and external param— 

eters are estimated by(11)．But f．̈ and are still 

unknown．Generally．~oi and can be evaluated by 

R 一 

(5)，then f can be worked Out further．Reference 

[7]also introduced some reasonable mehtods to cal— 

culate‘ and ∞ ．As mentined before，we ignored 

camera distortions in this section．In order to obtain 

good solutions，we used central points，which locate 

around image center and involve few distortions in 

this stage，and added more outer points in the next 

stageC 
． 

3 A Genetic Algorithm to Calibration 

The existing calibration methods can not guaran— 

tee the strict orthonormaI constrains of rotation ma— 

trix R．These approaches either orthonormalize R at 

the end of calibration： Ⅲ．or impose parts of con— 

strains in the main algorithm ．However．the corn— 

puting complexity is increased，and the veracity of 

solutions is redueed．In recent years．the GA (Ge 

netic Algorithm )is applied as an effective optimiza— 

finn method to complex problem ．and it is indepen 

dent of the problem itself．Therefore．we use a GA 

in the second stage to hold the orthonorma[con— 

strajns． 

Let ， and denote the rotation angles 

around the X ，y and Z axes，respectively，then R 

can be expressed as： 

cos0,cos0 COS sin@=+ sin0~sin@ cos@： siaO si．O 一 cosO sinO cosO 1 

一 cosOyMnO, cosO co$0,一 sinO~sinOysi．O, sin@
．．cos +COS sin sin l (1 2) 

sinO~ 一 sin@ cos@ cosO~cos J 

We put e ，e。and e directly into the chromosome vec— 

tor of GA to hold the strict orthonormal constrains． 

The initial values of ， and !are given by： 

一⋯an 焉)， 
一 arc sin( 1)， 

arctan『一 J ⋯) 
The chromosome vector b is expressed as (1 4)，and 

it is easy to add new parameters (genes)to b． 

b= { t。 t2 t f i。 J0 

As mentioned before，the starting values of b are 

generated randomly on the basis of the solutions in 

the first stage．The initial values of distortion param— 

eters are determined hy experience，and generally， 

the magnitude is 10一 ～ 10 1．Furthermore．we use a 

parallel algorithm to expand the searching area．The 

COst function E()of GA is defined by： 

E( )=圭[( (6 )一 ( )) + 
一 1 

( (6，)一 ) ( )) ] 。 (1 5) 

kt 户L A s】 } (14) where( ．(6r)， ．( ))are the estimated image co- 

．  ． 

A 上 w 

一 = = 一 

h ． 
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The unknown variable A is an II-dimensional vector 

in (9). In order to get good estimation, the number 

of control points should not be less than 6. Thus. a 

least sq u~re solution to (g) is (10). 

A ~ (8I'B) ~'B1C tlO) 

Becau~e R is an orthonormal matrix. we can derive 

most of the parameters from A: 

1 
I, ~ 1IA,II' 

j~ = t~A~'A.1' 

I. ~ - 1"Ik\., - i"A;!I. 

f~ ~ t,I14., - j"A,II. 

jill ~ I~: 01 (A. - jl'l) 
~,- l 0 ~:j ~"-

til) 

So far. most of the internal and external param

eters are estimated by (11). But f. w, and w) are still 

unknown. Generally~ w, and W
J 

can be evaluated by 

19,* 

(5). then I can be worked out further. Reference 

[7] also introduced some reasonable mehtods to cal

culate w, and Wj' As mentined before, we ignored 

camera distortions in this section. In order to obtain 

good solutions. we used central points, which locate 

around image center and involve few distortions in 

thi~ stage, and added more oliter points in the next 

stage[r. J• 

3 A Genetic Algorithm to Calibration 

The existing calibration methods can not guaran

tee the strict orthonormal constrains of rotation ma

trix R. These approaches either orthonormalize R at 

the end of calibration:~·IIJ '" or impose parts of con

strains in the main algorithm[1.;] ~ However. the com

puting complexity is increased, and the veracity of 

solutions is reduced~ In recent years. the GA (Ge

netic Algorithm) is applied as an effective optimiza

tion method to complex prob1em. and it is indepen

dent of the problem itself. Therefore. we use a GA 

in the second stage to hold the orthonormal ('on

~trains. 

Let 0-,. Oy and 0" denote the rotation angles 

around the X.'Yw and Z. axes, respectively. then II 

can be expressed as ~ 

[
cose"COSfJ~ cos8.?sine~ + sin8..sin0.:ocosO.., 

R = - cosfJ,.$inOz (·osfJ~cosfJ. - sinfJ,,-sinfJysinfJ. 

sine.~ - sine..-cose~ 

sin8:..sinO% - cosO"sinOvcosOz l 
sinO rcos8~ + cos8.l'sinOysin8~ 

cosOJcosO ... 

(]2) 

We put fJ..-. e.~ and e~ directly into the chromosome vec

tor of GA to hold the strict orthonormal constrains. 

The initial values of OJ ,(jy and 0= are given by: 

(jr = arc tan(' _ r12) \ • 
r13 

O.~ = arc sin (r31)' 

O~ = arc tan( - r2L I (13) 
( r ll ' 

The chromosome vector b is expressed as (14), and 

it is easy to add new parameters (genes) to b. 

(4) 

As mentioned before. the starting va1ues of hare 

generated randomly on the basis of the solutions in 

the first stage. The initial values of distortion param

eters are determined by experience. and generally. 

the magnitude is 10- 4 --....10- 1
• Furthermore. we use a 

parallel algorithm to expand the searching area. The 

cost function EO of GA is defined by, 

c 
E(b,) ~ L; [(x'.(b,) - x.(b,)), + 

.-1 

(Y.(b,) - y.(b,))']'i' (15) 

where (x'.(b,).y'.(b,)) are the estimated image co-
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ordinates of control point P with respect to chromo— 

some b ．and they are obtained by(4)on the basis of 

( + )．Then，( (6 )·Y (br))denote the co rre— 

sponding expectation，which are worked OUt by (2) 

on the hasis of the world co ordinates( ⋯  +=一 )． 

Our GA approach is described as follows． 

1．Generate fl collection of N groups，and each 

group includes M  units．The chromosome of each u 

nit is determined randomly on the basis of initiaI esti— 

marion or in a wide range．1Jet S denote the eollec— 

tion，G denote fl group+and fl superscript denote the 

generation number t，and subscripts denote the group 

and the unit numbers．Set t一 0．we obtain the initiaI 

generation units． 

G ∈ S；G = {6 ．．． ．．． }{ 

= ]，2⋯ ．N (]6) 

2．W ork Out the cost function of each 

(bD，and sort them in ascent order． 

G = { ． ⋯  》and 

E( )≤ E( _．+1 ) (17) 

3． Perform the replication operator to each 

group．A few best and randomly selected units are 

transferred from to the next generation．The num— 

bet of replications is ．̂ 

G； 一 { ．． 以⋯ ．．．》 

=  
⋯  ． ⋯ ． ． ) (18) 

4．Perform the creation operator to each group． 

Use random operator ()to create P new units． 

G 一 { ⋯  ．．．6 ．．} (1 9) 

5．Perform the mutation operator to each group． 

Select口 units from the afore—mentioned (̂ + P)u— 

nits，then change parts of their genes randomly． 

G = { ⋯  ⋯  

． ． +口)．．．》 (2O) 

6． Perform the crossover operator to each 

group．If t is a multiple of a constant integer，ran— 

domly select two different units among all groups． 

Otherwise，select them in the same group．Then ran— 

domly choo se a section of chromosome，and swap the 

sec tion betwecn these two diffe-rent units． At the 

same time，few genes are changed randomly．Repeat 

the crossover operator[M～(矗+ +q)]times． 

GI = { ．．．bl； ．．． 

． ．
6 i+1+p” ．． } (21) 

7．Increase the generation t by one+and select 

the best unit among all groups as current solution． 

t= t+ l 

6 = {乩 lE( )} 

一 MIN(MIN(E( )))} (22) 

8． Examine the termination criteria．If，> IIIt2J" 

or E( )< e，then halt the procedure，and output 

Otherwise Ioop to the second step． 

4 Experiments and Results 

We define NeE (Normalized Calibration Error)， 

which is similar to[6]．as an evaluative criterion． 

NC = 喜[ 丢莘苦 
(23) 

where( ， ， )denote the expectation of camera 

coordinates，which are calculated on the basis of 

( 一 + 一 ， 一 )by(1) Then (一． ．Y ． )denote the 

corresponding estimated values．which are worked 

OUt on the basis of( J )by(4)，(3)and(1)．If 

NCE≈ 1，the performance of the calibration ap— 

proaeh is good．On the contrary，if NCE≥ 1，the 

performance is bad．In the expe riments。we used all 

interactive program to pick points． The hardware 

platform is P I 266+ 64M RAM and the program— 

ming language is C+ +． The results are given in 

Table 1． 

In Table 1，NCE becomes a little bigger while 

the humbe t of contro I points is increased．This is be— 

cause more outer po ints are used in the latter experi— 

ment，and these po ints introduce more distortions 

and errors to the calibration．Since the genetic algo— 

rithm is a kind of long-term computing work，our ap— 

proach is suitable for off-line calibration．However． 

these problems do not influence good performance of 

the calibration method．Obviously，it holds the strict 

orthonormaI constrains of rotation matrix，and it is 

universal and effective to different camera mod els． 
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ordinates of control point P". with respect to chromo

some be. and they are obtained by (4) on the basis of 

(i •• j.). Then. (x.(b,), y. (b,)) denote the corre

sponding expectation, which are worked out by (2) 

on the ba~is of the world coordinates (.Tu .... ~y .. _~z .. _). 

Our GA approach is described as lollows. 

1. Generate a collection of N groups, and each 

group includes M units. The chromosome of each u

nit is determined randomly on the basis of initial esti

mation or in a wide range. Let S denote the collec

tion. C; denote a group ~ ,find a supen_cript denote the 

generation number t. and subscript~ denote the group 

and the unit numbers. Set t=O~ we obtain the initial 

generation units.. 

5 

same time, few genes are changed randomly. Repeat 

the crossover operator [M-(k+p+q)] times. 

CiT] = ~/J,·71 ... b:;J ..• 

fI,~~"l'" h:(~~p+~ ... h;;J} (21) 

7. Increase the generation t by one ~ and select 

the best unit among all groups as current solution. 

t = t + 1 

b~. = (b:" I E(b:,,)} 

" W 
= MIN(MIN(E(b:,,)))} (22) 

I-I )=1 

8. Examine the termination criteria. If t> maJ 

or E (b ... ) < <, then halt the procedure. and output 

hl~'1' Otherwise loop to the second step. 

4 Experiments and Results 
G~ E S ;G? = {h:\ ••• b;~ .. . h::\f J ~ 

i=1,2, ... N (16) We define NeE (Normalized Calibration Error). 

2. Work out tht cost function of each unit, E 

(b:) ~ and Soort them in ascent order. 

c.;~ = lh!I" .h~) ... h:M ) und 

E(fJ,}) ~ E(h!')+I') (l7l 

3. Perform the replication operfltor to each 

group. A few best and randomly selected units are 

transferred from G~ to the next generation. The num

ber of replications is k. 

(18) 

4. Perform the creation operator to each group. 

Use random operator 'I"() to create p new units. 

(I9) 

5. Perform the mutation operator to each group. 

Select q units from the afore-mentioned (k + p) u

nits, then change parts of their genes randomly. 

G~-.L.I = {Mt 1 ••• h:tl .•. 

h:~~p) • .. h/~~p+~) • .. ) (20) 

6. Perform the crossover operator to each 

group. If t is a muhiple of a constant integer, ran

domly select two different units among all groups. 

Otherwise, select them in the same group. Then ran

domly choose a section of chromosome. and swap the 

section between these two different units. At the 

which is similar to [6J. as an evaluative criterion. 

" 'E - 1. "'L"(I',m - I,m)' + (y',m - y •• )'J' , 
"l - ~ " (f .. + f") 112 1/". z,~''''~ ,·1 

(23) 

where Cr,,,,, ,y,,,, ,z .... ) denote the expectation of camera 

coordinates. which are calculated on the basis of 

(x __ .y._.%._) by (I), Then (.r',_.y',.) denote the 

corresponding estimated values. which are worked 

out on the basis of (i •• j.) by (4).(3) and (I). If 

NeE ~ 1. the performance of the calibration ap

proach is good. On the contrary. if NCE ~ I. the 

performance is bad. In the experiments. we used an 

interactive program to pick points. The hardware 

platform is P I 266 + 64M RAM and the program

ming language is C++. The results are given in 

Table ]. 

In Table I. NCE becomes a little bigger while 

the number of control points is increased. This is be

cause more outer points are used in the latter experi

ment. and these points introduce more distortions 

and errors to the calibration. Since the genetic algo

rithm is a kind of long-term computing work, our ap

proach is suitable for off-line caHbration. However. 

these problems do not influence good performance of 

the calibration method. Obviously. it holds the strict 

orthonormal constrains of rotation matrix, and it is 

universal and effective to different camera mode1s. 
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T.ble I Calibration results and perrOI"DlllDCe 

• 1 ~li! •• ~It • 

Points num. 10 20 30 

central/outer 6/. 10/10 10/20 

8, 3.0Z4.3° 2,97740 2.9824.° 

8, -1.8593° -1. 92760 -1.933;0 

8~ -5.3386° -5. ,1015° - 5.4263' 

Il(mm) 3&.7 35 .• 34.9 

Il(mm) 48.9 50.6 .52. 1 

.h(mm) 1745.3 1751).4 1747.0 

r-~ (pixel) 117 120 118 

Jo(pixel) 175 1/2 172 

w, (J.UlI!plxel ) -14.995 -14.951) -14.92,1 

w,(p.m/pixel) 13.583 13.547 13.539 

j(mm) 27.7 28.3 28. 1 

k, 0.0833 U.12Hi 0.1290 
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