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PolSAR image classification based on sparse autoencoder
and boundary-preserved WMRF
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Abstract ; In order to solve problem of the limited training samples and keep consistency in one region, a new two-
level classification scheme is proposed, which combines sparse auto-encoder ( SAE) and Boundary-preserved
Wishart-markov random fields (BWMRF). In the first layer, an SAE classifier is applied to obtain an initial classi-
fication and more accurate regional boundaries. In the second layer, Boundary-preserved Wishart-markov random
fields have been used to correct the previous classification results. Meanwhile, the boundaries classified by sparse
auto-encoder are preserved, and a new error correction strategy is applied to ensure the classification accuracy.
Therefore, accurate region boundaries supplied by SAE are explored to divide different regions, and the coherent in
each region will be realized during the BWMREF process. Compared with other classification methods, this method

obtains higher classification accuracy and proves the validity of the new scheme.
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Introduction

Synthetic aperture radar (SAR) image processing is
one of the most important applications in geoscience and
remote sensing''?'. PolSAR records the target backscat-
tering information completely by measuring each unit in
different polarization channels, which has been applied
widely in many fields such as agriculture, geology and
military in the last two decades'™’. With the fact that
more than one polarization is used, much richer charac-
terization of the observed land-cover types and other tar-
gets are obtained. However, the complexity of the data
requires increasing analysis and interpretation.

The land cover classification of PolSAR data is a
powerful and important application in remote sensing im-
age field, where each pixel of the data is assigned to a
certain class. In recent years, many methods have been
developed'®®) for PolSAR image classification, among
which machine learning is found to be highly effective
and commonly used in the application of SAR im-
age!”"). However, these traditional algorithms cannot
learn hierarchical representations of the objects with dis-
criminative information. Since 2006, machine learning
has made breakthroughs. Hinton et. al. proposed the
concept of deep learning for the first time which is similar
to the multilayer physical structure of the human learning
system'?'. Deep learning methods can automatically ex-
tract features from the data with multiple layers. In the
remote sensing field, deep learning algorithm is imple-
mented to solve image classification problems successful-
ly'"”). Wang et. al designed a classification framework
with deep convolutional neural network ( CNN) for Pol-
SAR image'"!. They made use of CNNs to extract and
learn rich features from the training data. Xie et al. pro-
posed Wishart autoencoder ( WAE) and Wishart convo-
lutional autoencoder (WCAE) for PolSAR image classifi-

cation' . In the proposed method, the Wishart distance
measurement is combined into the training process of the
AE and the CAE. A classification method with local
deep spatial sparse feature is proposed by Zhang et
al. """ In this paper, the local spatial information is in-
troduced into stacked sparse autoencoder ( SSAE) to
learn the deep spatial sparse features automatically.

It appears clearly from the above works that deep
learning is becoming very attractive for PolSAR image
processing. We propose to address the issues of PolSAR
classification with a usual model sparse SAE'"". In man-
y problems, a large number of training samples lead to
data diversity and robust features. However, the limited
number of labeled training samples becomes a critical
problem for PolSAR data. As one of the excellent meth-
ods, SAE can automatically learn useful features layer-
by-layer in an unsupervised manner and very few training
samples are used for fine-tuning. In this way, the meth-
od needs little initial labeled data. Therefore, SAE is u-
tilized to extract the feature in our classification frame-
work. Nonetheless, SAE is a pixel-based method. In
other words, the label is assigned pixel by pixel in SAE.
Hence, it will be benefit to obtain accurate boundary of
the object.

Nevertheless, the influence of speckle cannot be a-

voided and it yields a discontinuous classification result
by SAE. In the PolSAR terrain classification, there are a
lot of small regions within one object. Hence, Wishat-
markov random fields ( WMRF) algorithm has been used
to smooth the region and alleviate the uncertainty and
fuzziness'"™ . The traditional WMRF often consists of two
stages: an 1n1t1al over-segmentation and final classifica-
tion. First, an image is over-segmented into a large a-
mount of rectangular regions. As a result, the pixels near
the boundaries can be included into the same rectangular
regions. Hence, these pixels are often misclassified.
Second, each region should be assigned an appropriate
label. In this way, some pixels are forced into a certain
category. To solve these problems, a boundary-preserved
WMRF (BWMRF) with an error correct strategy is pro-
posed to preserve the boundaries got from SAE. In order
to obtain the accurate boundaries and homogenous re-
gions simultaneously, the combination of SAE and BWM-
RF is proposed in our strategy.

There are several advantages of the proposed model.
The main novel contributions of this paper are ;

First, a novel two-layer classification scheme is pro-
posed. The first layer shows an initial classification and
provides abundant information to improve the boundary
result by SAE. Due to the label is assigned pixel by pix-
el, SAE has more accurate region boundaries. The sec-
ond layer is designed based on the spatial information of
PolSAR data to revise the probability by BWMRF.

Second, in order to explore the spatial information
of the image, BWMRF is proposed. In the BRMRF
process, the boundary-preserve and error correction strat-
egies are proposed to supply smoother classification map
and preserve the boundary adaptively.

The remainder of this paper is organized as follows.
Section 1 presents a brief presentation of back ground. In
Sect. 2, the proposed method is discussed in detail. Ex-
periments and discussions are given in Sect. 3. Section 4
presents the conclusions.

1 Brief overview on PoISAR image, SAE
and WMRF

1.1 Polarimetric SAR image
For the monostatic case with a reciprocal medium,
the complex scattering vector is

h =[SHH ﬁsm/ SVV]T , (1)

where the superscript T denotes the matrix transpose! ')

Multi-look processing is often performed for speckle
reduction and the polarimetric covariance matrix can be
represented as follows:

T
Cy

1 N Cll CIZ
=y X b [ Ca czg] . ()
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where h; denotes the ith single-look scattering vector, N
is the number of looks and the superscript * denotes the
complex conjugate.
1.2 Sparse autoencoder

As an unsupervised method to learn the feature from
the unlabeled data, autoencoder ( AE) is composed of an
encoder and a decoder. It is trained to minimize the re-
construction error between the input in the encoding layer
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and the output in the decoding layer. SAE is the method
which adds the restricted condition of sparse representa-
tion into AE during encoding process'®™ . The structure
is shown in Fig. 1.

Suppose the input data x; € R" and a, € R", (the
superscript is the dimension of the input data,i is the in-
dex of the ith data, andis the dimension of the hidden
layer nodes) then the encoder can be represented as:

a; = f(W % +6") , (3)
where W' & R"*" is the weight matrix between the input
layer and hidden layer, f is a nonlinear activation func-
tion hidden layer, a logistic sigmoid function is applied
here: f(z) =1/(1 +exp( —z)) and b € R™*" is the
bias vector of the hidden layer.

To obtain the reconstruction value, the decoder is
used. It maps the latent representation a i) e R" to a re-
construction. It can be expressed as:

i = g(WPa, +bP) Y
where W e R"™ is the weight matrix between the hid-
den layer and the output layer, b” e R"*' is the bias
vector of the output layer and the activation function of
output unit with the logistic sigmoid form is g(z) =z.
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Fig.1 The structure of SAE
K11 SAE &5ty

The aim of the training process is to recover the in-
put data. In the other words, the output y should be as
close as possible to the input x. The minimum value of
cost function is got by back propagation training. It can

be written as a mean squared-error function;
M

1
TR E)

where M is the number of input data.

When the autoencoder has more hidden units than
inputs, we can obtain a good representation, which is a
overcomplete problem. Moreover, the expected activation
of the hidden units is constrained to be sparse. Then the
cost function is written as:

l M m )
]Spmse = W; |yl _ x,’HZ + )\]:Zl KL(pHpj)
, (6)

where A controls the weight of the sparsity penalty term,
KL(pH[)j) is the relative entropy :
(pllp,) = plog £+ (1 = p)log =2, (7)
' P L -p

where p is the sparse parameter, p, is the average activa-
tion of hidden unit.
1.3 Wishart Markov random fields

MRF model is widely used in image processing be-
cause it can make full use of the contextual informa-
tion'"*)

If there is an image with the size of M x N, we can
regard the image as a number set on a 2-D lattice S =
{sij,l <i<M,I<j<N}, where s; locates in (i,j). The
essence of classification is to estimate class label for each
pixel. Set X = {x,,s €S| be an observed image and Y =
{y,,seS} are the class labels of X. The random field ¥

is Markov random fields that can be describe as

expf - U(y,) | CVXP{BU(%)%

) = K = X
Ya, 2 el -U00E X explpuly) ]
, (8)

where 8 >0 is the spatial smoothness parameter, u(y,)

P(y,

=2,.,6(y, —y,) is the number of pixels, and y, are
the labels of the pixels in the neighbor ..
The label of pixel s can be computed by
y, =arg max {p(x[y)P(yy, )

K}

, (9)
l,) is the conditional probability of the ob-

where p(x,
served data.

In the traditional PolSAR data processing, Wishart
distribution can describe the statistical property of the

PolSAR data very well. The Wishart MRF model can be

defined as:

L[ ¢, |"rexplBuly,) -~ LTr( Y, €

P(ys xs) = k
R |Y 'S explBulr)]
(10)
Then the label of pixel s becomes:
y, = arg max
yge (1K}

) L+ | C |"~texp{Bu(y,) — LTr( z ('_ICA_) }
R(L,g) | > \"Zi:]exmﬁu(%)}

L (11)

2 The proposed method for PolSAR im-
age classification

In this article, a new method which combines SAE
and BWMRF classification for PolSAR image is pro-
posed, SABM for short. The framework can be regard as
a two-layer neural network. The first layer gives an out-
put with the accurate region boundaries of classification.
Then, the second layer is constructed to revise the proba-
bility of the output of the first layer and the boundaries
supplied by the first layer are remained during the
process. The flow chart is as follows.

The implementation procedure of the proposed meth-
od includes two layers;

layer 1: The SAE has been applied in layer 1. So
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[Training J ’ x ’ 1C1assiﬁcati0n
samplesiz‘ SAE :l ELE m—> result

Initial classification result and
boundaries are obtained

Revised classification result
with the boundaries-preserved
method by BWMRF and correct
the classification errors.

Fig.2 The flow chart of SABM
K2 SABM ifif2lA

we get an initial classification result and classification
boundaries.

layer 2; There are some misclassifications of pixels
after the first layer, so BWMRF was used to revise the
probability to get the correct classification for each pixel.
At the same time, the edge was remained during the pro-
cedure.

There are two key problems in the proposed meth-
od. How to preserve the boundaries and how to correct
the classification error during the WMRF used.

(a) Boundary-preserved WMRF

To get more accurate classification result and to alle-
viate the spatial heterogeneity problem, the segmentation
is used before BWMRF. The segmentation operation in
the article is divided into two steps.

Stepl ; We can get an initial classification result
from SAE. In order to get the boundary of the classifica-
tion result, the region of classification map is marked as
binary images. Then we can get a rough segmentation
map.
Step2: The region is divided after the last step.
However, there are some small blocks that were classi-
fied by mistake in the regions. To correct the misclassifi-
cation of the small block, the algorithm with a 4-neigh-
borhood was used. The small blocks are deleted.

After the two steps, we can get a result with the re-
gion edges of classification. But the information of the re-
gion still has not been considered and there are also man-
y pixels classified by mistake in the regions. In order to
exploit the spatial information to refine the classification
results, WMRF is used. WMRF make good use of spatial
information as a probabilistic model and it can use inte-
grated spatial contextual information into image classifica-
tion problems. However, during the process of WMRF,
the pixels near the boundaries were often regarded as the
same category. So the Boundary-Preserved MRF is pro-
posed. The boundaries are got from SAE by stepl. The
location where the label value changes can be regarded
as an edge. In this model, boundaries which got from
segmentation process are remained. Therefore, the more
accurate classification result can be got. The initial clas-
sification map with the boundaries is got after the seg-
mentation. In order to remain the boundaries and to get
the coherent region, the regions of the map are divided
into smaller regions. Then WMRF is applied to revise the
classification result which got from SAE. At the same
time, the boundaries are remained.

(b) Error correct for Boundary-preserved WMRF

We can get satisfied results after BWMRF. Howev-
er, there are some pixels misclassified by WMRF
process. There are two steps in WMREF. The first step is

segmentation, where the image can be segmented to sev-
eral blocks. The second step is smoothness. The pixels
are replaced by the class which has the maximum number
of labels in a block. In this case, some pixels were mis-
classified.

In order to alleviate this problem, an error correct
method is proposed. We can get a confusion matrix when
the training of SAE has completed. Columns of confusion
matrix represent the number of predicted labels and the
rows are the true labels.

The error correcting achieves by the following step.
First, calculate the confusion matrix C,  and transform it
into the probability form C

be calculated by Eq. (12)
P(y = l‘y = l) =

con

The elements in C__ can

pro* pro

Nuw (Co0n (i50))
2 N (€ (350)

7
where P(y =1 |y =1) is the probability that if the pixel
belongs to categoryotherwise is classified into lth catego-
ry, N, (C,..(i,0l)) is the number of labels which repre-
sents category i and classified into category [, ; N..

(C. (i,l)) is the total number of [-th class.

conSecond, set a threshold value k which obtains from
C,.- The threshold value is selected by the following

procedure. The elements of C

, (12)

oo are sorted in ascending
order. Then average the top 10 percent of data. The re-
sult can be saved as threshold value k. If the value of el-
ement in C, is less than k, the elements are regarded as
0. That is to say, if the probability that categoryclassified
into categoryless than k, the probability is set to 0.

Finally, the label is remained when WMRF ap-
plied.

Fig.3 (a) WMRF, (b) Error Correct
K3 (a) WMRF, (b) iR 4] 1E

Figure 3 shows the process of WMRF and error cor-
rect, respectively. In traditional WMRF, if the number
of categoryis the most, the labels of the whole block are
considered as category . The error correct process is ex-
hibited in Fig. 3 (b). If the probability that category
classified into category is very small, then category is re-
mained during the WMRF process.

3 Experiments and discussions

There are two datasets used in our experience. The
first one is Flevoland with the size of 270 x 300, ac-
quired by the AIRSAR platform on 495 August 16,
1989, as shown in Fig. 3(a). It is a four-look polarime-
tric L-band scene. The second data set is Jingkun High-
way in western-Xi’ an-Area that is provided by our labo-
ratory. It is acquired by RADARSAT-2, and obtained
from a subset of a C-band single-look PolSAR image. It
size is 512 x512.

To show the advantage of our framework, the tradi-
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tional SAE and SVM classifier which are based on pixels
are used for comparisons''”?"). Then, two region-based
methods : the SSAE with local spatial information ( SSA-
EL) ") and Wishart-based Markov random fields ( WM-
RF) " are also used for comparisons. In addition, a
middle step, which combines the SAE and WMRF with-
out error correction is used to explain the effectiveness of
error correction.

3.1 Experimental on Flevoland image

Figures 4 (a) and (b) show the corresponding Pauli
RGB image of Flevoland and the ground truth respective-
ly. There are 6 classes in this scene include bare soil,
potatoes, beet, pea, wheat and barley. In our experi-
ments, we choose 10% samples randomly for each class
for training and remaining 90% for testing.

In the experiments, there are three hidden layers
and one output layer in SAE and we set the numbers of
units within three hidden layers as 300. The number of
iterations is set to 400. SVM parameters are adapted by
five-fold cross validation. The regularization parameter in
the SVM is tuned in the range of {107*, 107", ,
10’} . For SSAEL, the window size is set as 5 x5, and
the network structure is set the same as SAE. The
Wishart MRF is a region-based classifier where the win-
dow size is chosen as 5 x5 for segmenting. In the experi-
ment of SABM, the threshold value is set to 0. 003 when
error correction startup.

Results of comparing methods and the proposed
methods are shown in Figs.4(¢)-(h). We can see that,
our method is better than the other ones in the visual
effect. Figure 4 (¢) shows the classification result with
traditional SAE. It can be observed that, the classifica-
tion map shows the relatively clearer boundary. As a
classical algorithm for pixel-based classification, SAE
performs well. As showed in the bottom red rectangle in
Fig. 4(c), some pixels are misclassified and the region
is not smooth enough. Figure 4 (d) is the classification
result of SVM. SVM perform poorly in this data. It can-
not recognize pea and wheat from each other very well
which is displayed in the black rectangle. Figure 4(e) is
the result of SSAEL. It achieves better results than SAE
and SVM. However, there are many pixels misclassified
in the red rectangle. The result of WMRF is illustrated in
Fig. 4(f). This method utilized the region information,
so the area of the classification result is relatively
smooth. On the contrary, the boundary of the classifica-
tion map is not clear enough. Figure 4 (g) is the pro-
posed method without error correction. We record this
method as SAE + WMRF. However, there are some pix-
els misclassified as showed in the black ellipses. Figure

4(h) shows the result of SABM which is utilized to clean

the result of Fig. 4(g). Due to the application of pixel
and region information, the classification performance is
highly improved. Under the guidance of the confusion
matrix, some incorrect results are corrected. For in-
stance, bare soil cannot be identified as pea under this
strategy. The result of error correction is shown in the
black ellipse in Figs. 4 (g) and (h). The accurate
boundary and homogenous region are obtained which are
clearly illustrated by red and the black rectangles in Fig.
4(h).

(a) (b)

bare soil wheat

potato beet pea

barley

Fig.4 (a) the PolSAR image (PauliRGB) of Flevoland,
(b) The ground truth Map, (c) SAE method, (d) SVM
method, (e) SSAEL method, (f) WMRF method, (g)
SAE + WMRF method, (h) SABM method

4 (a)Mfk SAR 4 Pauli RGB 5 i&, (b) Hulfi &
fEIE, (c)SAE 5%, (d) SYM 5%, (e) SSAEL Hi%,
(f) WMRF 5%, (g) SAE + WMRF &, (h) A3
SABM ik

In the PolSAR image, there are some regions with
complex terrain. In this way, these regions cannot be as-
signed to a certain label. Hence, there are some white
areas in the ground truth map of Fig. 4(b). However,
the white areas are classified to the same class with these
methods. Plainly, the homogeneous region of the pro-
posed method is smoother than the other methods in the
left black rectangles.

Table 1 Classification Performance of Flevoland with Different Methods

%1 FEE;E Flevoland BRI 5 2 1E6E

Flevoland bare soil potato beet pea wheat barley OA Kappa
SAE 0.9747 0.8956 0.8571 0.9774 0.9511 0.9459 0.9471 0.9330
SVM 0.9354 0.8713 0.8954 0.8717 0.9478 0.8747 0.8968 0.8648
SSAEL 0.9816 0.9432 0.9318 0.9895 0.9657 0.9706 0.9703 0.9633
WMRF 0.9828 0.9304 0.9015 0.9853 0.9654 0.9407 0.9610 0.9505
SAE + WMRF 0.9838 0.9538 0.9108 0.9873 0.9725 0.9723 0.9713 0.9650

SPWMRF 0.9994 0.9750 0.8914 0.9813 0.9881 0.9762 0.9760 0.9687
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We record the classification performance in Table 1.
The overall accuracy (OA) is used to evaluate the per-
formance of different methods. Accuracy is calculated by

Eq.13:

N
A=— 13
§ SGE)
where A is the accuracy. For each category, N, is the

number of labeled testing pixels which are classified cor-
rectly to this class, N, is the total number of pixels in

o

this class in ground truth. For the total accuracy, N, is

the number of correct classifications for all the training
samples and N, is the total number of pixels in ground
truth. At the same time, Kappa coefficient is computed
to measure the labeling consistency of the classification
result, which is recorded in Table 1. The larger the Kap-
pa is, the better the classification performance is.

It is clearly that, for the experiment of Flevoland,
the classification accuracy of SABM is the highest com-
pared with the other methods for most classes and the
best results are in bold. For the total classification accu-
racy, the proposed method achieved better performance.
The OA is increased and the value of Kappa coefficient is
the maximum. Nevertheless, not all the pixels have the
true label for the whole image, so the accurate calcula-
tion is according to the pixels with the true label that is
shown in Fig. 4(b).

3.2 Experimental on Xi’ an-area

There are three classes of Weihe River in western-
Xi’ an-Area in the Fig. 5(a). They are Bench land,
Urban and River. The ground truth is illustrated in Fig.
5(b) . We also choose 10% samples randomly for train-
ing and the remaining 90% for testing.

For a reasonably fair comparison, in this experi-
ment, the parameters are set to the same with the previ-
ous experiments for the comparative comparison. For the
proposed method, the threshold value k is set to 0. 006
when error correction startup.

The result of classification is illustrated in Figs. 5
(¢)-(h). The consequence of SAE is shown in Fig. 5
(¢). The result indicates that the classification map of
SAE is affected by the speckle noise, even though the
data were filtered already. Figure 5(d) shows the classi-
fication result of SVM. Due to the reason that it is a pix-
el-based method, there are many scattered pixels in the
figure. The result of SSAEL is shown in Fig. 5(e). As
we have seen, though it classifies the river clearly. But,
a lot of pixels are misclassified in the area of Urban. Fig-
ure 5(f) shows the result of WMRF. Accuracy of Urban
is merely 0. 6956. WMRF cannot distinguish Bench land
and Urban from each other very well. Figure 5(g) indi-
cates the result of the proposed method without error cor-
rection. It performs well in Bench land classification.
However, it confuses Bench land and urban too. The
classification result of SABM is shown in Fig. 5(h). Be-
cause of the application of error correction strategy, the
pixels are corrected when they are classified into Bench
land in the black ellipses. As a result, homogeneous re-
gion is smoother than the other method in the black ellip-
ses. As showed in the black rectangle, the edge of the
River is regular enough to compare the method without
error correction strategy.

There are also some white areas in Fig. 5(b). It is

Fig.5 (a) the PolSAR image (PauliRGB) of Xi’ an-area,
(b) The ground truth Map, (c) SAE method, (d) SVM
method, (e) SSAEL method, (f) WMRF method, (g) SAE
+ WMRF method, (h) SABM method

5 (a) it SAR [#l{4 Pauli RGB & a&l, (b) Hbm EAH
&, (c)SAE Bk, (d) SVM Bk, (e)SSAEL Bk, (f)
WMRF 21, (g) SAE + WMRF %, (h) 4 3¢ SABM
ERTS

clear that, the area is the most smooth for the proposed
method in the right black rectangle.

We list the overall accuracy and Kappa coefficient
in Table 2. The (OA) is utilized to evaluate the per-
formance of different methods which is calculated by Eq.
13. From Table 2, we can find that the total classifica-
tion accuracy of the proposed method is higher than the
others. The value of Kappa coefficient is greater than all
other values. The remarkable results are in bold. The
proposed method still offers excellent performance.

Table 2 Classification Performance of Xi’ an-area with Dif-
ferent Methods

x2 AREEEIAERMXEIEN S 2K 1E8E

Weihe River Bench land ~ Urban River OA Kappa

SAE 0.7853 0.7968 0.8487  0.7981 0.6655
SVM 0.8523 0.7602  0.8348  0.8171 0.6915
SSAEL 0.8626  0.8095 0.8344  0.8396  0.7333
WMRF 0.7973 0.6956  0.9439  0.7834  0.6502
SAE + WMRF 0.8925 0.8179 0.8066  0.8532  0.7401
SPWMRF  0.8879  0.8392  0.8571 0.8653 0.7522

4 Conclusion

This paper proposes a new classification method ap-
plied for the PolSAR image. The method is based on
SAE and BRMRF to enhance the classification accuracy
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of PolSAR image. With the application of pixel and re-
gion information, we can simultaneously get the exact
boundary and the coherent region of the object, simulta-
neously. However, an important standard to measure the
classification performance is that the accurate edges and
the smooth regions obtained simultaneously. There are
two layers in the model. The first layer gives the initial
classification of the testing sample with the SAE method
and the second layer revises the probability. At the same
time, boundaries got from layerl are preserved and the
error classification is corrected during the WMRF ap-
plied. The experimental results show that the method is
effective for the PolSAR classification and we can get
clearer classification maps compared with the other clas-
sification methods.
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