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Higher order distortion calibration model of the
internal parameters of star tracker camera with
the night sky observation
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Abstract: With the high accuracy of the stellar angular positions, the camera calibration with the night sky observation is a-
vailable and indispensable. In order to estimate the camera parameters even with higher order nonlinear distortions, a two-
step model and the corresponding iterative optimization based on the invariability of inter-star angle were developed in this
paper. Furthermore, a compact recursive average filter was designed to improve the accuracy while not adding significantly
computation time. The experimental results demonstrated that the proposed model can implement star tracker camera cali-
bration with higher accuracy than the known method.
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Introduction

Star trackers can provide high precise attitude pa-
rameters of the spacecrafts without prior knowledge,
which makes them the super-choice devices for small

{121 The precision of the observed star direc-

satellites
tions is mainly determined by the star tracker camera
parameters, i. e. the focal length f, the principal
point(x,, y,), and the distortion parameters which u-

sually are calibrated on the ground before launch-
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ing"’.

Generally, two distinct types of approaches, i. e.
the indoor stellar simulation and the night sky observa-
tion are processed to acquire the calibration data. In
the indoor stellar simulation approach, simulated star
lights with preset incidence angles and calibration pat-
terns with Euclidean structures are achieved as the cal-

[47]

ibrated control points The absolute precision of

these methods is about 0. 01 ~0.07deg(1.7 x10™* ~
12.2 x10 * rad). However, the traditional laboratory
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calibration method requires high precise rotation plat-
forms, collimators, and star point plates, which are u-
sually expensive and complex. Contrariwise, the real
night sky observation on the ground can acquire the
calibration data perfectly without expensive setups'®’.
Recently, we have presented a two-step calibration ap-

proach depending upon the dot-product®’.

In this pa-
per, we develop the two-stage camera calibration model
of higher order distortion, which can be realized even
for single image. Furthermore, a compact recursive av-
erage filter is designed to increase the accuracy while
not adding significantly computation work and time.
The experimental results demonstrated that the pro-
posed model can implement star tracker camera cali-

bration with high accuracy.

1 Mathematical model for ground-based
calibration

1.1 Distortion-free camera model

For a pinhole imaging system, the object-image
relation of the star tracker is determined by the linear
projection relation as shown in Fig. 1. The translation
vector can be neglected since the distance to the star
tracker is significantly less than the distance to a star in
the inertial frame. Therefore, the angle §; between the
direction vectors of two stars is invariant in star tracker

101 That is to say, the angle

frame and inertial frame
between w; and w; equals to the angle between v; and
v;, where w; and w; are the direction vectors of star i
and star j in star tracker frame, respectively, and v,
and v, are the direction vectors of star i and star j in in-

ertial frame, respectively.

X o

Image Plane
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Fig.1 Measurement model of star tracker
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The dot product method is widely adopted to learn
the calibration corrections of the focal length and prin-

! in which the observation equations can

cipal point"™"
be constructed as following

cosf); =viij =wiij , (1)
wherei=1,2,...,n-1;j=t+1,i+42,...,n. v
and w represent the direction vector in the inertial
frame and the star tracker frame, respectively, which

can be expressed as

coscosd
v = | sinqcosd , (2)
sind
and
| M- (x -2
! JGaPt Gy P i f “Gewls )

f
In Eq. (2-3), (a, &) represents the right ascen-

sion and declination of the associated guide star; f,
(%9, ¥,) and(x, y) represent the focal length, princi-
pal point and observed star location in the detector im-
age plane, respectively.

By expanding Eq. (1) with Eq. (3) for both
measured vectors, the following expression can be a-

chieved .

N,
T ij
Dlj),-= i (%0, Y0, (4

i

where

Nij = (xi_xo)(xj_x0)+ (y; 'yo)(yj‘yo)+f2
Di=J(xi—x0Y+(yi—y0Y+ﬁ (5)
D, = «/(xj-x0)2+ (yj—yo)2 +f2

1.2 Higher order distortion consideration model

As a result of several types of imperfections in the

design and assembly of the camera optical system, the
expressions in Eq. (4) don’t hold true always. Weng et
al. introduced a camera model considering radial, de-
centering, and thin prism distortions in Ref. 12. Ac-
cording to Weng’s model, the star position must be re-
placed by the expressions that explicitly take into ac-

count the positional error''

MANEN

2 2 2 2 .(6)
) [x]_[(g1+g3)u g+ g +kuCy® +97)
Y

gu’ + gy + (g, .|.g4)v2 +k0Cy? +92)
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In Eq. (6), %" and y’ are the non-observable and
distortion-free image coordinates; x and y are the ob-
servable coordinates with distortion. u =x — x,, v =
Y =Yos 81 =8 +D1, 8 =8, +Ps, & =2p;, and g, =
2p,, where s; and s, represent the thin prism distor-
tion, p,and p, represent the decentering distortion,
represents the radial distortion.

Thus, Eq. (5) should be rewritten as

Ny = o, —xg - 86 (o -3y - 8D+
G, =50 =80y, -y -S4
D; = '\/(xi ) '5xi)2 +(y -9 '57i)2 +f2

Dj = J(xj—xo —5xj)2 +(yj—y0 —5yj)2 'l‘f2

For the star trackers with high accuracy, calibra-

(7)

tion procedures should not only determine the focal
length and principal point values, but also accurately i-
dentify the distortion model.
1.3 Intersect direction iteration parameter esti-
mation

The parameter estimation can be realized by the
following intersect direction iteration

Step 1. Estimate the optimal principal point and
focal length with fixed distortion parameters.

The estimated value of principal point and focal
length can be achieved by performing a first-order Tay-
nonlinear function

lor series expansion on the

FiCxy yo P -
%o ;‘0
vo|= 15, |+ ca'mH'R > (8)

f47

where,

[ 9F, oF,, aF,,
9%, Yo of
oF,; oF; oF,;
0%, Yo of

H = : : ’
9%, Yo of
aI;‘n—l,n aF‘n—l,n aI;‘n—l,n
L 0% Yo of

“ (%0, 50, )

— T A A -
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T A A
R ‘Fla(xo,%f)

R= T A A b (9)
v; v; _Fij(xO,yO])
r A a
—vn—lvn_Fn—l,n(xO,yO,;)—
where, i=1,...,n-1;j=i+1, ..., n; n denotes

the number of observations.

Step 2. Estimate the distortion parameters after a-
chieving the other parameters in the first step.

The image plane distortion (§x, §y) for observa-

ble coordinates (x, y) can be expressed as

dx = da
- . (10)
Sy =db
where @ is the basic function describing the focal plane
distortions, a and b are the corresponding coefficients

respectively. @ =(2,, &, &, &)" b=4%,

Thus, the distortions coefficients can be estimated
with the principal point and the focal length being fixed
according to Eq. (11).

& &0 T -1 T
[A]=[A]+(Hde) H'R, , (11)
b b,

where
[ oF, oF;, 7
da  ab
oF; oF;
da  ab
H, = : : ’
oF;  oF;
da E) b
Fn—ln aI?n—ln
- da ab - Cag, bg>
[ 7)1T7)2 Fi, 7
”1T”3 Fiy
R, = . . (12)
v;v; — Fij
-v:—lvn - Fn—ln- (&0, BO)

Step 3. Step 1 and step 2 will be repeated to improve

the estimated values of camera parameters iteratively.
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1.4 Recursive average filter for optimization

Generally, the star camera can be calibrated from
a single night sky image using the methods mentioned
previously. However, there is large variation and un-
certainty for calibration with a single image. Thus, the
traditional attitude independent methods are performed
on a large number of images using a batch process or a
recursive least square such as Kalman Filter. In this
paper, a compact recursive filter is designed to opti-
mize the estimated results of the single image.

Let Z, denotes the filter result of the star image
marked %k, X, ,, denotes the estimated result of any one
of the calibration methodologies described before with
the image marked by £ + 1, the final estimate result of
the filter is Z,, ; :

Zyn =BZ, + (1 -pX,, (13)

In Eq. (13), the value of 8 which denoted as 8 =
k/(k +1) can be set at the range of 0 ~1. In the re-
cursive average filter, the filtering result Z,,; is equal
to the average of the estimated results of the total previ-

ous k images.

2 Night sky observations for ground-based
calibration

2.1 Night sky observation setup

Next, we use the real night sky observation data
to obtain the star image.

Suppose that the designed focal length, the FOV
and the star magnitude limit are about 105. 75 mm,
5.1°(3.6° x3.6°) and 8. 0Mv respectively, and the
resolution of the CCD camera is 512 x 512 pixels with
pixel pitch of 13 pm x 13 pm.

As the atmosphere has a particular index of refrac-
tion, a star will appear higher in the sky than its true
position. While the refraction in the direction of the
zenith is zero, it changes with an increasing different

3] In order to reduce the

angle to the zenith direction
influence of the atmosphere, the optical axis is pointed
to the zenith to the utmost during the star observation,
in which the maximal difference angle of the star direc-
tion in the FOV with the zenith direction is about FOV/
2. According to the research results of Smart'™) | the

effect of the atmosphere refraction is less than 1.3 X
10 rad for the designed star tracker with 5.1° FOV.

2.2 Calibration results

With a total number of 1 000 images taken by the
observation, a series of image data processes are per-
formed to calibrate the star tracker. To evaluate the
effect of the method, the mean and the standard devia-
tion of the estimation results during O ~200 s are shown
in Table 1. According to the results shown in Table 1,
there is large variation and uncertainty especially for
the distortion parameters and principal point, which
may be caused by the following reasons: (1) The
number of stars identified as the control points is only
about 23 for a single image, which is sparse compared
with the image plane of the detector; (2) Compared
with the focal length, the distortion parameters and the
principal point have larger unobservable nature.

Next, we consider the estimation based on 1 000
images. As shown in Fig. 2, the recursive average filter
increases the accuracy remarkable, and the conver-

gence is achieved after about 400 images.
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Table 1 Statistical characteristic of estimated results from single images

®1 ETHREERGK/INMGHTERNZITTER

%o (pixels) Yo(pixels) f(mm) & 8 8 8 k
Mean 204. 82 271.66 105. 708 -3.6e-6 7. Te-6 6. 2e-6 -8. 8e-6 3.6e-7
Stan. Dev. 113.68 118. 15 0.050 1l.4e-4 1.2e -4 1.8e-4 1.7e-4 3.4e-5

2.3 Error analysis and discussion true value in the guide star catalog respectively.

Next, the inter-star angles will be analyzed to e- The estimations of (x,, ¥,), f and the root mean

valuate the performances of the three calibration ap- square (RMS) value of the deviations A§ were shown

N
in Table 2. RMS is defined as RMS = | 2 (A8,)*
=

where N is the number of inter-star angles.

proaches. Define deviation Af as follows

Ao = |0mea.sured - eture | ’ (14)
and 6,

according to the estimated camera parameters and its

where 6 are the measured inter-star angle

measured ure

Table 2 Calibration results and their associated deviations of the measured inter-star angles
xR2 BERERREERERE

(%9, %) (pixels) f(mm) RMSAf(rad)
Dot Product Method in Ref. 15 163.07 289. 87 105. 8152 5. 23e-5
Scalar Cross Product Method in Ref. 15 163.66 290.83 105. 8038 5. 13e-5
Two steps’ Dot Product Method in Ref. 9 165. 88 294. 74 105. 7831 3.03e-5
Tterative Dot Product Method with recursive average filter 216. 719 267.04 105. 7335 2.43e-5
lterative Dot Product Method with Batch Process 216. 40 268. 33 105. 7345 2.35¢-5

According to the experimental results, the follow-
ing items can be put forward :

1. As the camera distortions were not estimated in
Ref. 15, the estimated results of Ref. 15 have the maxi-
mum deviations.

2. Compared with the two-step calibration ap-
proach, the improved method with iterative optimiza-
tions can achieve higher accuracy.

3. The estimated results of the recursive average
filter are equal to that of the batch process. Compared
with the calibration of the single image, this compact
filter improve the accuracy remarkably while not consu-
ming significantly more computation time, which can
be identified for the autonomous on-orbit calibration of

the star tracker camera.

3 Conclusion

The attitude determination accuracy of the star
tracker highly depended on the camera parameters.
This paper presents a possible methodology to perform
camera calibration for star trackers with star observa-
tion. Compared with former works, two-step approa-
ches and the corresponding iterative optimization are a-

dopted to estimate the star tracker camera parameters

even with nonlinear camera distortions. Furthermore,
the recursive average filter is designed to improve the
accuracy.

The observing data in the night sky were adopted
to test the performance of the calibration approaches.
The test results indicate that the two-step approach with
iterative optimizations performs well in terms of accura-
cy. And recursive average filter increases the accuracy
remarkable without adding significant computation work
and delay into the system. It can also satisfy the auton-

omous on-orbit calibration of the star tracker camera.
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as high recall value as RANSAC with much less execu-
tion time, which is much better than GTM and
BiKNN. Besides, the precision of filtering BiKNN
strategy is the highest of all.

REFERENCES

[1]Zitova B, Flusser B. Image registration methods: a survey
[J]. Image and vision computing, 2003,21(11):977 —
1000.

[2]Liu Z X, AnJ B, Jing Y. A simple and robust feature point
matching algorithm based on restricted spatial order con-
straints for aerial image registration[ J]. IEEE Transactions
on Geoscience and Remote Sensing, 2012,50 (2).514 —
527.

[3]Caetano T S, McAuley J J. Learning graph matching[ J].
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 2009,31(6) :1048 —1058.

[4]Goshtasby A A. 2-D and 3-D image registration; for medi-
cal, remote sensing and industrial applications[ M]. New
Jersey. John Wiley&Sons Inc, 2005,7 —59.

[5]Dain X, Khorram S. A feature-based image registration al-
gorithm using improved chain-code representation combined
invariant moments [ J . IEEE Transactions on Geoscience
and Remote Sensing, 2005,43(9) ;2127 —2137.

[6]Zhang Z X, Li J Z, Li D D. Research of automated image

registration technique for infrared images based on optical
flow field analysis[J]. J. Infrared Millim. Waves ( Tt
G LN R B ShBcHEJr Bt o, A b S XK F
%) ,2003,22(4) .307 —312.

[7]Wen G J, Lv J J, Yu W X. A high-performance feature-
matching method for image registration by combining spatial
and similarity information[ J]. IEEE Transactions on Geo-
science and Remote Sensing, 2008 ,46(4) : 1206 —1277.

[8] Lowe D G. Distinctive image features from scale-invariant
keypoints[ J]. International Journal of Computer Vision,

2004,60(2) :91 —110.

[9] Fichler M A, Bolles R C. Random sample consensus: a
paradigm for model fitting with applications to image analy-
sis and automated cartography[J]. Communications of the
ACM, 1981,24(6) :381 —395.

[10] Aguilar W, Frauel Y, Escolano F, et al. A robust graph

transformation matching for non-rigid registration[ J]. Im-
age and vision computing , 2009,27(7) ;897 —910.

[11]Beis J, Lowe D G. Shape indexing using approximate nea-
rest-neighbor search in high-dimensional space[ C]. Pro-
ceeding of computer vision and pattern recognition, Pueto
Rico, 1997 :1000 —1006.

[12]Zhao M, An B, Wu Y, et al. Bi-SOGC; A graph Matc-
hing Approach based on bilateral KNN Spation Orders a-
round geometric centers for remote sensing image registra-
tion[ J]. IEEE Geoscience and Remote Sensing Letters,
2013,10(6) : 1429 —1433.



