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Visible and infrared automatic image
registration based on SLER
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Abstract: A novel approach to the problem of visible and infrared automatic image registration was proposed. The registra-
tion is performed by extracting affine covariant regions through same level extremal region (SLER) detector on a gray gradi-
ent image. Then, hypergraph matching algorithm was employed to obtain identical key points. The approach is especially
suitable for registering multi-sensor infrared images where the quality of images or the corresponding edge maps are worse
than the counterparts on a common optical image. Experiments performed on several challenging real image pair show that
our proposed method achieves better performance than other approaches.
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Introduction

In recent years, multimodality imaging system has
been used in a wide variety of fields, such as military,
medic, urban monitoring. The integration of images
from multi-sensor can provide complementary informa-
tion, and therefore, increase the accuracy of the over-
all decision-making. A fundamental problem in multi-

modality image integration is that of aligning images
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taken under different conditions, like positions, view-
points, times and illumination. This is known as image
registration.

Finding reliable correspondences from multimodal-
ity image pair is a difficult and critical step. Once such
correspondences have been found, a transformation
matrix can be readily obtained. Based on the transfor-
mation matrix, these registered images can be trans-

formed into the same reference. However, due to the
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different properties between different sensors, the cor-
responding relationship between the intensities of
matched pixels is usually unpredictable. The features
presented in one image might only partially appear in
the other image or do not appear at all. Multiple inten-
sity values in one image may map to a single intensity
value in the other image, and vice versa. Contrast re-
versal may occur between these images in some image
regions but not in others. Therefore, multimodal regis-
tration is more complicated than monomodal registra-
tion. It is a challenging problem.

This paper focuses on the registration between in-
frared image and optical image. Due to the different
properties of sensors, the intensities of infrared image
are mainly influenced by object temperature and heat
radiation in the scene. However, the intensities of op-
tical image are mainly determined by the reflected light
on the objects in the scene. Therefore, normally there
is no direct relation in values of the pixel intensity be-
tween infrared image and optical image, which makes
it difficult to match the identical feature points between
these two kinds of images. A pair of infrared image and
optical image is illustrated in Fig. 1 (a). Obviously,
most clear texture features in optical image disappear in
infrared image. Even the lines with strong contrast in
optical image are weakened in infrared image. Existing
feature extraction algorithms based on intensity fail. In-
terest features extracted by such detector ( Canny, Har-
ris) are demonstrated in Fig. 1. It can be seen that the
challenging problem is to extract sufficient number of i-
dentical feature points from both images. Another prob-
lem encountered is feature description that ensures ac-
curate feature matching across different images.

To address these two problems mentioned above,
a novel detector SLER is proposed for extracting affine
covariant regions of the structural image. The first mo-
ments of detected regions are used to build the high-or-
der tensor. The registration algorithm based on SLER
is presented as follows. The interested covariant re-
gions are extracted by SLER detector in the gradient
map at first. Then the enhanced high-order tensor is
built by the integration of high-order tensor and low-
level features through inner product. Thereafter, the

soft distributable matrix is established by hypergraph
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Fig. 1 Original image pair and interest features (a)
Optical image and infrafed image. (b) Edge image ex-
tracted by Canny. (c) Interest points extracted by Harris
detector
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matching algorithm. At last, the random sample con-
sensus (RANSAC) is employed to obtain the accurate
transformation. This approach is capable of dealing
with photometric and geometric variations, occlusions
and view change, because the proposed method makes
use of the local affine covariant regions extracted from
the gray gradient image.

The main contribution of this paper is the intro-
duction of the new affine covariant region detector
SLER. Typically, affine covariant regions serve as
measurement regions and tentative correspondences are

determined by comparing invariants using a least-
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squares approach. In this paper, the hypergraph matc-
hing algorithm is introduced to define the correspon-
dences, which can substantially improve the registra-

tion accuracy.
1 Related work

Among multimodality image registration methods,
a classic method using an invariant similarity measure
is mutual information ( MI)"' | which represents the
statistical correlation of intensity values between two
images. This method assumes that the statistical corre-
lation between two images is globally stable. However
the assumption is often violated. Statistical correlation
between raw multimodal images tends to drop when

2] Moreover, the approaches

spatial resolution drops
based on MI may suffer from a local maxima or an in-
correct global maximum problem if intensity mapping
relations in multimodal images are not spatially invari-
ant or not globally statistical®’. In order to alleviate
the above problems, gradient information was combined
with MI. In order to align locations with high gradient
magnitudes and similar gradient orientations, the invar-
iant similarity measure'*) is obtained by multiplying MI
with a local gradient term between two images. Gradi-
ent vector flow (GVF) and intensity values are com-
bined into a GVF-intensity ( GVFI) map, and MI is
calculated from GVFI map"’. Considering that the
gradient magnitudes may not provide reliable informa-
tion in multimodal images, the edge orientation coinci-
dence as well as pixel intensities in these two images is
used to build a 3-D joint histogram, and then MI is
calculated'®’ .

Another category of methods based on the invari-
ant image representation uses an invariant image repre-
sentation that is invariant to intensity changes such as
contrast change as well as contrast reversal. Some ex-
amples of invariant image representations are edges,
contours, and interest points. Once relevant features
are extracted in both images, and the correspondences
of the features are correctly obtained via similarity
measure , typically using Mahalanobis distance. For re-
liable registration in these methods, features should be
distinct, efficiently detectable and spreading over the

images.

") are employed in visible

Hybrid visual features
and infrared image registration in man-made environ-
ments in two stages: global transform approximation
and local transform adaptation. An affine invariant

shape descriptor'® is introduced, only the shape of the

detected maximally stable extremal region ( MSER )
is used to compute the affine invariant feature descrip-
tor. The feature consensus approach™® does mnot re-
quire to establish the correspondences. The transforma-
tion is reparameterized into a sequence of elementary
stages. At each stage, a single transformation parame-
ter is estimated by using feature consensus mechanism
wherein the parameter value that is maximally consist-
ent with all possible feature pairs is determined.

The primary advantage of this type of method is
that the transformation matrix is computed in a single
step, and is accurate if the feature matching is relia-
ble. The drawback is that the feature matching is re-
quired, which is difficult to accomplish in a multisen-
sor context, and is computationally expensive, unless
the two images are already approximately registered, or

the number of features is small.
2 Proposed algorithm

Comparing with the optical image, object contours
in the infrared image are more obscure and often bro-
ken, but the object contours, in contrast with the other
texture features, are still preserved intact. If the affine
covariant regions surrounded by object contours are ex-
tracted, then the problem of extracting identical inter-
est points can be resolved. It was found through analy-
sis of experimental data that the adjoined extremal re-
gions, which would merge into one, can approximate
the real regions surrounded by real objects, and their
contours are similar in optical image and infrared im-
age. These are the regions in which we are interested.
Considering the difficulty of extracting interest regions
in infrared image, the grayscale image is mapped into
the gradient image to strengthen the object contours and
weaken other intensities. The above analysis is based
on the fact that boundaries associated with the contours
of the objects in images are mostly preserved "',

Figure 2 displays the overall structure of the pro-
posed algorithm.



13 DONG Xiao-Jie et al;Visible and infrared automatic image registration based on SLER 93

Infrared image

Visible image

Region cleared

‘ similarity measure ‘

Region cleared

calculatingsoft distributable matrixby
Hypergraph matching

| Hard distributable matrix via Ransac |

v

| end |

Fig.2 Opverall structure of the proposed algorithm
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2.1 Gradient image

An image is convolved with a gradient operator
(for instance, Prewitt and Sobel ), which typically
consists of horizontal and vertical gradient kernels. In
this case, the gradient magnitude | Vf(%,y) | shown
below is obtained from a 2-D image :

VA )1 = /6.(0,9)" +6,(x,7)" (1)
with

G.(x,y) =f(x,y) *K.(x,y) , (2)

G, (x,y) =f(x,y) =K (x,y) , (3)

where * denotes a 2-D convolution operation, K _(x,

y) and K (x,y) are the horizontal and vertical gradi-
ent kernels, respectively.
Then, the gradient magnitude is scaled into the
range[ 0, 255] as follows:
f(xJ) _mln(f(x9y) )
x,y) = - . (4
oD = () —min(fx,y)) P

The gradient images of the input images are used

for registration in the following sections.
2.2 SLER algorithm

As introduced in the introduction section, most of
the interest points detected using conventional algo-
rithms from the multi-sensor image pair are not repro-
ducible. The main reason is that all response values of
the detector at each pixel position in an image are
checked. Interest point is found at the pixel if the re-
sponse value of this position is larger than a pre-de-
fined threshold. In fact, this procedure is to select the
top n pixels according to the rank of response value,

where the number n is a controllable parameter. Since

the infrared image has noticeable less texture than the
optical image, it is unlikely that the n interest points
extracted from optical image are identical with the n in-
terest points extracted from infrared image. However,
we have noticed that most of the contours indeed pre-
served in both visible and infrared images, since those
pixels are usually on the boundaries of objects. There-
fore, an interest region may be found at these locations

surrounded by the contours.

Fig.3 Example of component tree

B3 RG]

MSERs'®) denote a set of distinguished regions
that are detected in a grayscale image. Due to the
difference of intensities between the optical and infra-
red image, MSER cannot detect enough reproducible
regions in both images. The detected regions are dem-
onstrated in Fig. 4-6 (b). Our developed detector
SLER, which is similar to MSER, extracts the same
level and same father extremal regions in the compo-
nent tree. For SLERs we only consider extremal re-
gions which are defined by

VpeR, Vg oR—1,(p) <L () . (5)

The component tree is a rooted, connected tree
and is built for gradient image with pixel values coming
from an ordered set. These extremal regions, the nodes
of the component tree, are identified as connected re-
gions within binary image. Each node of the component
tree is assigned one corresponding value g at which it is
determined. The edges in the tree define an inclusion
relationship among the connected regions. Thus, for a
region R; that is the father of a region R; within the
tree, the following inclusion relationship is fulfilled.

VpeR—peR, , (6)
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By moving in the component tree upwards, the
corresponding value g of the extremal regions becomes
higher, which leads to region sizes enlarging. The root
of the component tree represents a region which in-
cludes all pixels of the input image. Fig. 3 shows part
of the component tree.

For each connected region in the component tree,
SLERs are defined as

VpeR,VgeRi—p,qeRi™ , (1)
where Rf and R} denotes an extremal region, A is a
range parameter, and R¢™* is the extremal region
which is obtained by moving upwards in the component
tree from the region Rf and R;. SLERs are the extre-
mal regions in which the nodes are at the same level
and have the same father in the tree. For instance, in
the component tree shown in Fig. 3, some of the de-
tected SLERs are the region 4 and region 5.

2.3 Hypergraph matching

Due to the low quality of the infrared image, only
a few interest regions are extracted. In order to achieve
accurate automatic registration, the spatial relationship
among the features is employed. Not only the interest
points but also the spatial relationships (for example,
edges, angles) of the matched points are matched. A
new high-order score ( For simplicity, only third-or-
der) (121 §s defined :

score(X) = Y

i1t T sk il»inl,fz,kl»"zxil,iz‘besz’fl,kz

, (8)

where H is a 6-D super-symmetric tensor, i. e. , invari-

ant under permutations of indices in {i,,j, ,k, | or {i,,
j 2 9k2 } .

In order to obtain the best performance, the

weighted integration scheme of the different order ten-

sors! > g presented. Liu'™

pointed out that this
scheme cannot improve the overall performance, be-
cause the distinguishability of the low-order tensor is
always lower than that of the high-order tensor, and the
weighted summation only reduces the overall discrimi-
nant. The formulation of the inner product is pro-
posed™) and the enhanced distinctive tensors are built
as follows

H= <H,W> , (9)

where W is a weighted tensor built with low-level fea-

tures. Four ways'"*) are explored to build W and H.

In this paper, we follow the Priori constraints.
3 Experimental results

The performance of the proposed method is evalu-
ated on real optical and infrared images.

For all experiments, the same set of parameters
given by the authors is used for each detector, except
the detected region area which is in [ 100, N/20],
where N denotes all pixel numbers of the image. In our
proposed method, the ratio of the convex hull of the re-
gion to the region area is used to exclude those regions
with a value of the ratio larger than a pre-defined
threshold, such as 2.5. Like the framework in Ref. [’
the detected regions are represented by ellipses.

In order to show a visual assessment and compari-
son of the detected results, Figs. 4-6 display the exper-
imental results. For each figure, (a) shows the origi-
nal infrared and optical images, respectively, (b) dis-
plays regions detected by MSER, and exiracted regions
by SLER are illustrated in (c). It is noted that the
proposed detector extracts more affine covariant regions
than MSER for all infrared images. Most of the regions
detected by SLER are visible object regions, and their
contours can approximate the real objects as well.
However, MSER has achieved good performance in the
optical image, and the detected regions evenly spread
throughout the image. The number of the detected re-
gions using SLER is more than MSER. Obviously, reg-
istration parameters cannot be obtained using the re-
gions extracted by MSER.

As the ground truth was unknown for the sets of
real image pairs, it was estimated by the given GPS in-
formation. In our experiments, the image pairs with
mainly translation transformation are examined, and
the number of the experimental image pairs is 100.
There are 47 image pairs which the alignment error is
not more than 1 pixel. If the alignment error in the pix-
el positions determined by both the estimated parame-
ters and the ground truth is less than three pixels, we
consider it a successful registration. The successful
registration rate reaches 82% . The corresponding suc-
cess rates are summarized with the alignment error

range in Table 1. Three registration examples with the
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Fig. 4 Interest region - test image pair 1(a) Optical image
and infrared Image ( b) Interest regions extracted by MSER
(c) Interest regions extracted by SLER
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proposed algorithm are shown in Figs. 7-9 separately.

Table 1 The relationship between the successful registra-
tion rate( SRR) and maximum error( ME)
x1 BYEAERERANREZBEHXR
ME (pixel) [0,1) [0,2) [0,3) [0,4) [0,6)
SRR 47 70 82 89 95

By analyzing the experimental data with an align-
ment error exceeding one pixel, the main reason for
low accuracy or failure is that the initialization of the
tensor is random and the feature point location is not

accurate. The tensor initialization method needs to be

(b)

©

Fig. 5 Interest region - test image pair2. (a) Optical im-
age and infrared Image. (b) Interest regions extracted by
MSER. (c) Interest regions extracted by SLER

B 5 MEXE - WEKEBXT 2(a) bz EUR ML SMNE
(b) MSER Z-F42 B 248 X (¢ ) SLER B F 52 B 1 2%
X 35

researched and the positioning accuracy of interest
points should be improved for future study.

In the case of rotation and scaling on infrared im-
age, the correspondences of the interest points are
demonstrated in Figs. 10-11. The infrared image is ro-
tated 5. 25 degrees and scaled 1. 15 times, respective-
ly. In the case of large scale, the correspondences are
hard to be found, because the priori knowledge of the
same scale is used.

We also compared the registration results obtained
from the proposed algorithm with the classical method

based on SIFT. For each image pair, we extracted
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Fig. 6 Interest region - test image pair 3. (a) Optical im-
age and infrared Image. (b) Interest regions extracted by
MSER. (c)Interest regions extracted by SLER
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SIFT descriptors of the SIFT key points and matched
them by the nearest distances of their descriptors. Be-
cause SIFT descriptor is calculated from a patch around
the center of the interest point, and the pixel intensi-
ties in the patches of the identical key points both in
optical and infrared image have no corresponding rela-

tionship, almost no correspondences can be obtained.
4 Conclusion

In this paper, the problem of multimodality image

automatic registration is addressed in some applica-

Fig. 7 Registration example 1
K7 BRG] 1

Fig. 8 Registration example 2
K8 MHEspl2

Fig. 9 Registration example 3
B9 MRkl 3

tions. A novel detector SLER is suggested to extract
the affine covariant regions of an image which includes
structural objects within the scene. The detector can
effectively extract stable regions. Thereafter, these in-
terest regions are used to build a high-order distinctive
tensor using an inner product. Finally, the hypergraph
matching method is applied to obtain accurately the

transformation parameters. The explored registration
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Fig. 10 Registration for the case of image rotation
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Fig. 11

Registration for the case of image scaling
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scheme is robust to variations in sensor characteristics,
imaging conditions, and fields of view thus can be used
to register several classes of multimodality and multi-
sensor images. The global registration achieved by the
proposed method should be available for many applica-

tions.
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