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A graph matching algorithm based on filtering
strategy of Bi-directional K-Nearest-Neighbors
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Abstract:In this paper, a novel graph matching algorithm, called Filtering Bi-directional K-Nearest-Neighbors Strategy
(Filtering BiKNN Strategy) is presented to solve the pseudo isomorphic graph matching for remote sensing images with large
affine transformation, similar patterns or from multisource sensors. BiKNN was proposed to describe the adjacent relation-
ships of feature points. Filtering strategy is used to eliminate dubious matches of pseudo isomorphism for restrict con-
straints. Any BiKNN vertices of candidate outliers treated as outliers in latter iterations are rechecked with the expanded
BiKNN respectively. Candidate outliers with stable graph structures are recovered to the residual sets. Three typical remote
sensing images and twenty image pairs were utilized to evaluate the performance. Compared with random sample consensus
(RANSAC), graphing transformation matching (GTM) and the proposed BiKNN matching, Filtering BiKNN Strategy can
deal with pseudo isomorphism and obtain the highest recall and precision.
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Introduction

Image registration is a crucial preprocessing tech-
nology for most image analysis, in which the respective

information is integrated from various data sources. It
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has been widely used in remote sensing, computer vi-

). Feature matching is a

sion and pattern recognition
crucial step of registration to determine a reliable corre-
spondence of detected features between the images to

be registered.
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Feature matching methods can be mainly classi-
fied into two categories: feature similarity-based meth-

(571 Feature

ods'**) and spatial relation-based methods
similarity-based methods are sensitive to intensities
from multisource images. Scale invariant feature trans-
form (SIFT) '® is the most remarkable descriptor,
which is invariant to small affine transformation. How-
ever, remote sensing images are mainly taken from
long-range and far distance, and the repetitive patterns
and large transformations often make confuse for feature
similarity-based matching. Spatial relations are stricter
constraints to match feature points, and can be treated as

121 A classic

a post-processing for non-rigid matching
approach is random sample consensus ( RANSAC )™,
which is to estimate affine transformation parameters
from the initial point matching sets, but it cannot deal
with large proportion of outliers in initial sets. Grap-
hing transformation matching ( GTM) '® relies on KNN
graphs with the limitation of distances, but it does not
work well when the pseudo isomorphic graph structures
occur in the iterative process'”’.

In this paper, we present a so called filtering
strategy of bidirectional K-nearest-neighbors ( BIKNN)
graph matching algorithm, to describe the global infor-
mation of corresponding point sets with bidirectional
adjacent structures. It is designed based on the hypoth-
esis that a feature point regarded as an outlier in previ-
ous iterations is invalid if there are outliers belonging to
its BIKNN adjacent in latter iterations. With filtering
BiKNN strategy, the mistakes of regarding inliers as
outliers by most spatial order methods can be recov-
ered. Simultaneously, outliers retained in BiKNN
could be eliminated with the increasing proportion of
inliers. Simulation results show that the proposed filte-
ring BiKNN strategy can deal with the pseudo isomor-
phic graphs, and obtain highest recalls and precisions
for typical remote sensing images as a post-processing

matching, compared with RANSAC, GTM and BiKNN

matching.

1 BiKNN matching for non-rigid registra-
tion

Suppose that feature points have been extracted

from two affine transformed images respectively. This

can be done by existing non-rigid methods, such as
comparing the correlations of feature points’ neighbor-
hood or Euclidean distances between SIFT vectors. Ac-
cording to the analysis in Section I, there could be sev-
eral incorrect matching pairs in the initial correspond-
ing sets. The vertex of each initial matching pair can
be described as V = {v;} and V, = {v,’}. BiKNN de-
scriptor consists of two parts: The firsinearest points
aroundis the forward K-nearest-neighbor, which is con-

structed as Fknn, .

JkeVRaJk# i =
Yk e {1,2,-,K} . (1)
The backward K-nearest-neighbor described as Bknn,

K
Fknn,; = {vjkl v, = arg min; o =, |l b

and v, belongs to K closest neighbors of any vertex in
Bknn, .

Bknn, = {v;|V, € Fknn, |} , Y v, € V, . (2)

A directed edge which starts from v, to v; exists
when v; is one of the K close neighbors of »;. Consider-
ing graphs G(V;),G' (V;) respectively, V., V,and
BiKNN directed edges describe the adjacent relations
more comprehensively than GTM. When corresponding
vertices in Vg and V; are matched in the strict sense, G
(Vg)and G'(V,) are presented as isomorphic graphs,
no matter whether there is affine transform between

them.

(2) G(Vw)

(b) G'(¥)

Fig.1 Example of BiKNN graphs, K =3
B 1 K=3n} BiKNN EERH)

The difference of BiKNN indicates the isomerism
of G(Vz)and G'(V,) as shown in Fig. 1. G(V,)and
G'(V,) are not exactly isomorphic because of the outli-
ers vg and v's. Fknn,, Fknn,'and Bknn,, Bknn,' of
vertices associated with them are not the same in most
cases.

Defined as logical BiKNN matrices FKNN and
BKNN represent the BiIKNN connections of all vertices
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intuitively.
1,if je Fknn,
FKNN[i,j]:{ ,ie }
0,if jeFknn,
1,if je Bknn,
BKNN[i,j]={ f Je } (3)
09’(7 j¢Bknni

The difference of two graph structures can be ob-
tained by AFKNN and ABKNN. It mainly measures
whether the connections between the corresponding
points of each graph are distinguished.

AFKNN[i,j] =FKNN[i,j] xor FKNN'[7,j],

ABKNN[i,j] =BKNN[i,j] xor BKNN'[i,/],

(4)

Candidate outliers ;" could be selected with the

following structural criterion (5).

j = arg max | 3 AFKNN[i,j] + 3 ABKNN[i,j]| . (5)

J

2 Problem formulation

The BiKNN matching relies on the hypothesis that
inliers construct isomorphic graph structure, and that
outliers which break the isomorphism can be distin-
guished from inliers by BiKNN connections. However,
the above premise may fail in registering images when
the initial matching sets are in the two ambiguous situa-
tions :

Situation 1. The corresponding outliers in two im-

ages have identical BiKNN, i.e. ,
N
Y (AFKNN[i"“" j] + ABKNN[i"*" j]) =0,
i=1
3™ e {1,2,... ,N} . (6)

Demonstrated in Fig. 2 (a), outlier pairs (g,
v's), (v;, v';) cannot be removed by the same
BiKNNs. This frequently occurs in the situation that
the corresponding outliers have the similar spatial or-
ders but their positions do not exactly satisfy affine
transforms between two images.

Situation 2. Inliers surrounded by outliers are

mistaken as outliers, since outliers make inliers with
the most different BIKNN, i.e., 3™, i™" ¢ {1,
2,...,N}

N
Z (AFKNN[ ioutliers ,]] + ABKNN[ ioutliers ,]] )
j=1

N
< 2 ( AFKNN[ ™ j] + ABKNN[ ™" ;1) . (7)
=

As presented in Fig.2(b) , inliers (vs,v'5) , (v,
v'¢) will be selected as outliers incorrectly. If there are
a large proportion of outliers in local regions, BiKNN
cannot reflect the similarity of graph structure for all
vertices, especially the vertices connected with outli-
ers. It’s prone to remove inliers instead of outliers in

some ambiguous situations.

Fig.2 Demonstration of ambiguous situations. (a) Inliers
removed incorrectly (b) Outliers with identical BiKNN
graphs

B2 RAFBOLER (a) FEELXHRER (b) AILAL
KX EAH R BiKNN &

Situation 1 and 2 make BiKNN matching as a non-
rigid method in image registration. The defects exist in
most methods based on spatial orders or graph matc-
hing, such as GTM algorithm. To some extent, BiKNN
describes the graph structure in greater details than
GTM, so the two above situations occur less. Howev-

er, it is also intolerable in rigid registration.

3 Filtering BiKNN matching strategy for
optimization

The residual vertices sets of the fixed graphs can

be denoted by V... = | 0jmesiduat |

Te.

4 -_—
and V residual

{0/ esiuat | . As analyzed in section III, candidate outli-
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ers selected by BiKNN matching algorithm cannot be
removed arbitrarily. Likewise, there might be some
stubborn outliers in the residual vertices set. Hence, a
more restrict filtering BIKNN strategy is provided to o-
vercome the defects in BIKNN matching by the follow-
ing three steps.

Step 1. Checking candidate outliers.

«c_outlier

The vertex j* is treated as a candidate outlier

due to the maximum BiKNN difference. Each vertex

sc_outlier

belongs to Fknn'

ic_outlier

or Bknn’

as a candidate outlier. Along with the

has the contribution
to make j“""
iterative process, more and more outliers are selected.
or Bkn

lected as a new outlier in latter iterations, the previous

je_outlier

. jc_outlier
If a vertex belonging to Fknn' "

is se-

BiKNN of j~"“*" may be changed. The assumption that
7" has the most different BIKNN will no longer ex-
ists. Therefore, whether v, ouis is an outlier should be
reconsidered, and all candidate outliers whose BiKNN

points are found to be outliers in latter iterations should

be checked in this step, i.e. , V" e V., outier
( Vcheck, V,check ) = { ('l)-c_amlier ,’l)’jc_‘,,,me,) | (F knnjc_aulier U
Bknnjc_wzw) ﬂ V . outlier 75 (I) } . ( 8 )

Step 2. Recovering candidate outliers incorrectly
removed in previous iterations.

The citation that v o is an outlier depends on
the fact that it breaks the stabilization between G
(V itua) and G' (V... Y. The candidate outliers need
to be checked from two new point sets, denoted by

«check l 1 check

Ve and V', .. Each vertex pair (1", )inV,.,.

and V', is added into (V,_pis V' vueicua) » TESPECLivE-
ly, to re-construct their new BiKNN graphs. The two
expanded BiKNN graphs have no difference with each

. «check  -check
other, if only (i,

check  +check
Hence, (i ,i" "

) are correctly matched.
) can be recovered to the residual
point sets from the candidate outliers, if: VjeV, s,
Vit e Vaheck »

Vrecovers Vieeover) = 1 (Vieheok s V' b ) |

AFKNN[ #* j] = ABKNN[i*** j] = 0} . (9)

Step 3. Deleting the outliers retained in residual
sets with the updated residual sets.

The number of matching pairs increases when
some candidate outliers have been recovered into
(V siduat > V' vesiduar ) - The more matching points are in the

input point sets, the more easily outliers in (V,_ ,..,

V/
iteration is implemented to delete the outliers retained

in (V,

esidual »

rosidua ) €an be removed. So a new round of BiKNN
V' i) because of the pseudo isomorphic
graphs. Filtering BiKNN strategy does not reach its end
until there are no candidate outliers left to be recov-
ered. Fig. 3 demonstrates the process of BiKNN and
filtering BiKNN strategy.

Estimate
i |[FKNN&BKNN| [structure disparity

. Fknn; Bknn; AFKNN ABKNN

i es

i [Remove outliers Choose Y
and Update Max difference|

jout]ier
Recover outliers
and Update

7
VeovreerVcovreer

Filtering Output

Fig.3 Block diagram of BiKNN and filtering BiKNN strate-
gy algorithms
3 BiKNN # Filtering BiKNN Strategy & ¥ HE K]

4 Experiments and analysis

In this section, we provide some experimental e-
valuations for filtering BiKNN strategy and BiKNN. To
preclude other impacts on the performance analysis,
the SIFT features are extracted for all demonstrations,
and the initial matching is obtained by the Best-Bin-
First( BBF) algorithm'""’.

A. Process of BiKNN matching and filtering
BiKNN strategy

Not all real isomorphic graph structures can be ob-
tained by BiKNN matching in some rough scenarios as
in Fig. 4. In Fig.4(b), the bottom points are incorrect
matches, so that final BiKNN graphs are pseudo isomor-
phic as shown in Fig. 4 (d). The process of filtering
BiKNN strategy is presented as in Fig.4(e) ~ (g). As
shown in Fig.4(e), 12 potential inliers are added into
residual point sets, and 3 of 12 are outliers. With the
update of a large proportion of inliers and several outli-
ers in Fig.4(f), the graphs become isomerous. There-
fore, the filtering BiKNN strategy can resume its itera-
tions to delete retained outliers. Fig. 4 (g) and (h)
presents the stabilized results of the filtering BiKNN
strategy. It proves that filtering BiKNN strategy is not
only adopted to delete the stubborn outliers, but also to
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recover much more inliers on this occasion.

(a) Initial matching

(b) BiKNN matching

(c) Initial graphs (d) BiKNN graphs-iteration 34

g

(e) 12 potential inliers in candidate (f) Updating residual matching and
outliers set BiKNN graphs

(g) Filtering BIKNN matching  (h) Filtering BiKNN strategy graphs
iteration 34

Fig.4 Filtering strategy matching for BIKNN pseudo isomor-
phic of Landsat TM Band 3&5

K 4 K Filtering Strategy PC i Landsat TM Band 385 {}
It

B. Comparison with Other Algorithms

Filtering BiKNN is compared with BiKNN and two
other well-known algorithms, namely RANSAC and
GTM. We split the image data into three thorny issues
which occur frequently in remote sensing image regis-
tration: (1) large affine transformation; (2) similar
patterns; (3) images from multisource remote sensors.

Figure 5 shows the matching comparison of three
image pair types. The final graph structures of GTM,
BiKNN and Filtering BiKNN are presented in Fig. 6,
respectively. The performance of RANSAC is not as
good as other three algorithms with the increase of out-
liers. Based on the result of BIKNN, more candidate
outliers are recovered by filtering BiKNN strategy in the
residual sets. Each graphs of filtering BiKNN strategy
are real isomorphic. From the three issues demonstra-
ted above, it is obvious that Filtering BiKNN strategy
performs most effectively. Similarly, the combination

of three issues compared by image sequence “Oriental

(a) Large affine transformation (b) Similar patterns

(c) Multisource

Fig.5 Matching results of three issues in remote sensing image
registration with four algorithms
BS SR FH PUAh Sk UG g = A TR SRR R I 45 2R

The testing sequence contains twenty image
pairs ( VIS & SWIR ) with affine transformation

(scale, rotation) and similar patterns.

Pearl”.

Overall comparisons are given in Fig. 7. The Re-
call is defined as Recall = True Matches / Initial True
Matches, and Precision defined as Precision = True
Matches / ( True matches + False matches). Filtering
BiKNN strategy performs more effectively than the other



134

ZHAO Ming et al: A graph matching algorithm based
on filtering strategy of Bi-directional K-Nearest-Neighbors

83

(a-1) GTM graphs

(b-1) GTM graphs

(c-1) GTM graphs

(a-2) BiKNN graphs

(b-2) BiKNN graphs

(c-2) BiKNN graphs

(a-3) Filtering BiKNN graphs

(b-3) Filtering BiKNN graphs

(c-3) Filtering BiKNN graphs

Fig.6 Final graphs of three graph matching algorithms (a) large affine transformation (b) with similar patterns

(¢) multisource images

K6 =FILAHEERALERE (a) KMi52E#H (b) HUER (c) K

1.0 1.
< 0.9 0.9
= 08 0.8
807 g.’g—
S 0.6 = 0.61
5 0.5 §0.5
S 0.4 ~ 0.4}
303 0.3¢
502 0.2+
0.(% - : REERRERE 0~(1} |_t=+-RANSAC
1234567891011121314151617181920 12345678 91011121314151617181920
Image Pair NO. Image Pair NO.
1.0t
0.9}
0.8
=] 0.7t
2 0.6/
5 0.5
204
B 0.3+ ~Filtering Bi
0.2} BiKNN o
0.1F wie~GTM I
ol RANSAC 103 RANSAC "
12345678 91011121314151617181920 2345678 9101112131415161718192
Image Pair NO. Image Pair NO.

Fig.7 Performance of four algorithms on “Orient Pearl”
image sequence

B7  DUFPERALE AR BIBR” RS EROR

three algorithms in terms of recall and precision. The
recall of RANSAC is better than GTM and BiKNN,
while the precision of RANSAC is the worst of all. The
reason is that RANSAC attaches more importance to i-
dentification of outliers than GTM and BiKNN. Be-
sides, the outliers may influence the spatial order of
GTM and BiKNN. Therefore, much more inliers might

be mistaken as outliers. But with the growth of outli-
ers, RANSAC performs worst in removing outliers, and

spends more time on finding a correct matching set.
5 Conclusion

In this paper, we have proposed BiKNN matching
and an improved graph matching strategy filtering
BiKNN to eliminate the pseudo isomorphism of graph
structures, and increase the proportion of inliers for
ambiguous issues in remote sensing image registration.
BiKNN with global adjacent relationships were con-
structed for initial corresponding vertices, and outliers
were removed by distinguishing the graph structures.
Filtering strategy was put forward to deal with the pseu-
do isomorphic graph structures by rechecking candidate
outliers. Tested with three typical issues and twenty
image pairs of their combinations, the filtering BiKNN
strategy has demonstrated its effectiveness in dealing
with remote sensing images with large affine transfor-
mation, similar patterns images and from multisource
sensors. Compared with RANSAC, GTM and original
BiKNN , filtering BiKNN has been evaluated to reach

(TH#% 8 W)
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formance evaluation of advanced star sensors[ J]. Journal of
Guidance Control and Dynamics, 2002, 25(2) ; 200 —208.

[6]XING Fei, DONG Ying, YOU Zheng. Laboratory calibra-
tion of star tracker with brightness independent star identifi-
cation strategy [ J]. Optical Engineering, 2006, 45 (6) :
63601 —63604.

[7]DAVALOS P. Evaluation of Camera Calibration Methods for
Star Identification[ On-line]. (2007, 12, 01) hitp: //cari-
tags. com/pedro/ davalos_cv_final ppr_v22. pdf.

[8]KLAUS A, BAUER J, KARNER K, et al. Camera calibra-
tion from a single night sky image: Proceedings of IEEE
Computer Society Conference on Computer Vision and Pat-
tern Recognition, 2004[ C]. Washington DC :[s. n. ],
2004 151-157

[9]LIU Haibo J. WANG Jiongqi, TAN Jichun, et al. Autono-
mous on-orbit calibration of a star tracker camera[ J]. Opti-
cal Engineering, 2011, 50(2) ; 23604 —23608.

[10]SAMAAN M A, GRIFFITH T, JUNKINS J L. Autonomous

on-orbit calibration of star trackers: Springs: Core Tech-

nologies for Space Systems Conference, 2001 [ C]. Colo-
rado Springs, CO:[s. n. ], 2001; 1 -18.

[11]GRIFFITH D T, SINGLA P, JUNKINS J L. Autonomous
on-orbit calibration approaches for star tracker cameras:
Proceeding of Spaceflight Mechanics, 2002[ C]. San An-
tonio, TX:[s. n. ], 2002;: 39 —57.

[12]WENG J, COHEN P, HERNIOU M. Camera calibration
with distortion models and accuracy evaluation[ J]. IEEE
Transactions on Pattern Analysis and Machine Intelligence,
1992, 14(10) : 965 -980.

[13]Down D. Image-position error associated with a focal plane
array[ J]. J. Opt. Soc. Am. A, 1992, 9(5): 700 —707.

[14] HAGEN N, KUPINSKI M, DERENIAK E L, Gaussian
profile estimation in one dimension[ J], Applied Optics,
2007, 46(22) : 5374 —5383.

[15]WOODBURY D P, JUNKINS J L. Improving camera in-
trinsic parameter estimates for star tracker applications:
ATAA Guidance, Navigation, and Control Conference,
2009[ C]. Chicago: 1 -11.
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as high recall value as RANSAC with much less execu-
tion time, which is much better than GTM and
BiKNN. Besides, the precision of filtering BiKNN
strategy is the highest of all.

REFERENCES

[1]Zitova B, Flusser B. Image registration methods: a survey
[J]. Image and vision computing, 2003,21(11):977 —
1000.

[2]Liu Z X, AnJ B, Jing Y. A simple and robust feature point
matching algorithm based on restricted spatial order con-
straints for aerial image registration[ J]. IEEE Transactions
on Geoscience and Remote Sensing, 2012,50 (2).514 —
527.

[3]Caetano T S, McAuley J J. Learning graph matching[ J].
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 2009,31(6) :1048 —1058.

[4]Goshtasby A A. 2-D and 3-D image registration; for medi-
cal, remote sensing and industrial applications[ M]. New
Jersey. John Wiley&Sons Inc, 2005,7 —59.

[5]Dain X, Khorram S. A feature-based image registration al-
gorithm using improved chain-code representation combined
invariant moments [ J . IEEE Transactions on Geoscience
and Remote Sensing, 2005,43(9) ;2127 —2137.

[6]Zhang Z X, Li J Z, Li D D. Research of automated image

registration technique for infrared images based on optical
flow field analysis[J]. J. Infrared Millim. Waves ( Tt
G LN R B ShBcHEJr Bt o, A b S XK F
%) ,2003,22(4) .307 —312.

[7]Wen G J, Lv J J, Yu W X. A high-performance feature-
matching method for image registration by combining spatial
and similarity information[ J]. IEEE Transactions on Geo-
science and Remote Sensing, 2008 ,46(4) : 1206 —1277.

[8] Lowe D G. Distinctive image features from scale-invariant
keypoints[ J]. International Journal of Computer Vision,

2004,60(2) :91 —110.

[9] Fichler M A, Bolles R C. Random sample consensus: a
paradigm for model fitting with applications to image analy-
sis and automated cartography[J]. Communications of the
ACM, 1981,24(6) :381 —395.

[10] Aguilar W, Frauel Y, Escolano F, et al. A robust graph

transformation matching for non-rigid registration[ J]. Im-
age and vision computing , 2009,27(7) ;897 —910.

[11]Beis J, Lowe D G. Shape indexing using approximate nea-
rest-neighbor search in high-dimensional space[ C]. Pro-
ceeding of computer vision and pattern recognition, Pueto
Rico, 1997 :1000 —1006.

[12]Zhao M, An B, Wu Y, et al. Bi-SOGC; A graph Matc-
hing Approach based on bilateral KNN Spation Orders a-
round geometric centers for remote sensing image registra-
tion[ J]. IEEE Geoscience and Remote Sensing Letters,
2013,10(6) : 1429 —1433.



